Predictability in two-dimensional decaying turbulence
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Predictability problem for two-dimensional decaying turbulence is addressed by means of numerical simulations. Qualitative and quantitative comparisons with previous results obtained by closure approximations are critically examined. It is found that, as for other features of two-dimensional turbulence, the role of coherent vortices is essential for a correct interpretation of the results. A Lagrangian, vortex-based, definition for the growth of incertitudes leads in general to an enhancement of the predictability time. © 1997 American Institute of Physics. [S1070-6631(97)00302-4]

I. INTRODUCTION

A problem with an obvious interest in many fields, e.g., weather forecasting, is the prediction of the future state of a system once known the evolution laws and the initial conditions. It is now part of the folklore of chaos that predictability in the presence of deterministic chaos has severe limitations because of the exponential divergence of the distance between two initially close trajectories.

Typically one has that an uncertainty $\delta x(0)$ on the state of the system at time $t=0$ increases as

$$|\delta x(t)| \approx |\delta x(0)| e^{\lambda t},$$

where $\lambda$ is the maximum Lyapunov exponent. If one accepts a tolerance $\delta_{\text{max}}$ on the predicted state of the system, then Eq. (1) implies that a system can be considered predictable up to the predictability time

$$T_p \sim \frac{1}{\lambda} \ln \left( \frac{\delta_{\text{max}}}{\delta_0} \right),$$

where $\delta_0 = |\delta x(0)|$.

Relation (2) tells us that the predictability time, if one considers infinitesimal perturbations, is basically proportional to the inverse of the Lyapunov exponent since the dependence on the precision of the measure and the threshold is very weak (logarithmic).

However Eq. (2) is a very naive answer to the predictability problem and its validity is very limited since it does not take into account some important features of chaotic systems.

The main reasons for the failure of Eq. (2) can be summarized as follows:

(a) The Lyapunov exponent $\lambda$ is a global quantity. It measures the average exponential rate of divergence of nearby trajectories. In general there exist finite-time fluctuations of this rate and it is possible to define an “instantaneous” rate $\gamma(\tau)$, the effective Lyapunov exponent, which depends on the particular point of the trajectory $x(t)$ where the perturbation is performed and on the time delay $\tau$ from the perturbation. Therefore the predictability time $T_p$ fluctuates, following the $\gamma$ variations.

(b) In dynamical systems with many degrees of freedom, the interactions among different parts of the system can play an important role in the growth of perturbations. In addition, one is often interested in the case of perturbations concentrated on certain degrees of freedom while the prediction is on the evolution of other degrees of freedom. For example in weather forecasting the uncertainties are on small scales while predictions are on large scales. Therefore the mechanism of the transfer of the error through the different degrees of freedom of the system could be more important than the rate of divergence of nearby trajectories.

(c) In systems with many characteristic times, such as the eddy turnover times in fully developed turbulence, if the perturbations are not infinitesimal or if the threshold of accepted error is not small, $T_p$ is determined by the detailed mechanism of the dynamics due to the nonlinear effects in the evolution equation for $\delta x$. In this case, the predictability time could have no relation with the maximum Lyapunov exponent and $T_p$ depends in a non-trivial way on the system.

(d) Even at very high Reynolds number, there exist well defined coherent structures, such as vortex tubes, which roughly move maintaining their shape. In this case, if one is interested only in some qualitative behaviors, one should reformulate the predictability problem. For instance, a reasonable question is the prediction of the center and the orientation of the vortex tubes. In this case one could hope to have a long predictability time.

In this paper we study the predictability problem in two-
turbulence by means of numerical simulations by using both infinitesimal and finite perturbations on the initial condition.

Section II is a brief summary of the classical results on predictability in 2D turbulence. Section III contains the description of the numerical simulations performed and the comparison with the classical results. A Lagrangian, vortex-based, measure for the predictability is introduced and discussed in Sec. IV. Section V is devoted to some conclusions. Finally, the Appendix contains a simple vortex model which links the Lagrangian and Eulerian pictures of the error growth.

II. BRIEF SUMMARY OF PREVIOUS RESULTS

The first attempt to study the predictability problem in turbulence from an analytical point of view was done by Leith and Kraichnan. Making use of different closure approximations as the eddy damped quasi normal Markovian (EDQNM) or test field model (TFM) on the Navier–Stokes equations, they examined the error growth both in the energy and enstrophy cascade in three- and two-dimensional turbulence. Their fundamental papers become the backbone for more recent approaches developed in recent years. For completeness we recall here the main results obtained by closure approximations.

Given two realizations of the velocity field \( \mathbf{u}^{(1)}(x,t) \) and \( \mathbf{u}^{(2)}(x,t) \), a suitable measure for the predictability is the error field

\[
\delta \mathbf{u}(x,t) = \frac{1}{\sqrt{2}}(\mathbf{u}^{(2)}(x,t) - \mathbf{u}^{(1)}(x,t))
\]

(3)

from which we define the error energy and error enstrophy

\[
E_\Delta(t) = \frac{1}{2} \langle |\delta \mathbf{u}(x,t)|^2 \rangle = \int_0^\infty E_\Delta(k,t) dk,
\]

(4)

\[
Z_\Delta(t) = \frac{1}{2} \langle |\nabla \times \delta \mathbf{u}(x,t)|^2 \rangle = \int_0^\infty k^2 Z_\Delta(k,t) dk.
\]

(5)

We assume that the two realizations are equivalent in the sense that they have the same energy \( E(k,t) \) and enstrophy \( Z(k,t) = k^2 E(k,t) \) spectrum. The normalization in (3) is chosen in order to obtain the saturation to the mean energy and mean enstrophy

\[
E_\Delta \rightarrow E = \frac{1}{2} \langle |\mathbf{u}^{(1)}|^2 \rangle = \frac{1}{2} \langle |\mathbf{u}^{(2)}|^2 \rangle,
\]

(6)

\[
Z_\Delta \rightarrow Z = \frac{1}{2} \langle |\nabla \times \mathbf{u}^{(1)}|^2 \rangle = \frac{1}{2} \langle |\nabla \times \mathbf{u}^{(2)}|^2 \rangle,
\]

(7)

for completely uncorrelated velocity fields.

The initial error is usually chosen to be confined at small scales, i.e., \( E_\Delta(k,0) = 0 \) and \( Z_\Delta(k,0) = 0 \) for \( k < k_0 \), an assumption physically justified by the finite resolution of any measurement device and/or numerical simulation scheme. Due to the non-linear coupling of different scales, the error spreads to invade the larger, physically relevant, scales with a process which eventually overpowers the dissipation of the error by viscosity. In closure approximations it found that the growth of the relative error spectrum

\[
r(k,t) = \frac{E_\Delta(k,t)}{E(k,t)} = \frac{Z_\Delta(k,t)}{Z(k,t)}
\]

(8)

is almost independent of the particular form of the initial error spectrum \( E_\Delta(k,0) \) and \( Z_\Delta(k,0) \).

The error transfer towards large scale can be quantified by the characteristic wavenumber \( k_E(t) \) at which the error spectrum is a given fraction of the reference spectrum. Leith and Kraichnan, defining \( k_E \) such that \( r(k_E) = 0.5 \), found a stationary similarity error spectrum \( r(k/k_E) \) in which the time dependence is only through \( k_E(t) \). The predictability time \( T_p \) is finally defined in terms of the global relative error energy

\[
r(t) = \frac{E_\Delta(t)}{E(t)}
\]

(9)

by the condition \( r(T_p) = 1/4 \).

For an initial spectrum confined above a (large) wave vector scale \( k_0 \), lying in the enstrophy inertial range, the time necessary for a scale \( k < k_0 \) to be affected is logarithmic in \( k_0/k \), hence the predictability of two-dimensional turbulence increases without bound with the initial resolution \( k_0 \rightarrow \infty \). This scenario is very different from what is found for three-dimensional turbulence, where the time for the transfer of error between different scales is essentially given by the characteristic time of the largest scale involved and hence independent of the distance on the energy cascade.

The dependence of the predictability time on the error injection scale \( k_0 \) can be understood by dimensional analysis, according to which the eddy turnover time is constant in the direct enstrophy cascade. The time for a scale \( k \) to be affected by a perturbation initially located at scale \( k_0 = 2^p k \) is in fact proportional to number of steps \( n \) in the cascade.

III. NUMERICAL SIMULATIONS

The model equation for the study of two-dimensional turbulence is the incompressible vorticity equation with generalized dissipation:

\[
\frac{\partial \omega}{\partial t} + \frac{\partial (\psi \omega)}{\partial (x,y)} = (-1)^{p+1} \nu_p \Delta^p \omega
\]

(10)

in which \( p \) is the order of the dissipation, \( p = 1 \) for ordinary dissipation, \( p > 1 \) for superviscosity or hyperviscosity. The quantity \( \omega \) is the vorticity field and \( \psi \) is the stream function given by \( \Delta \psi = -\omega \).

The numerical method adopted is the standard pseudo-spectral,15 dealiased code16 with a second-order Adams–Bashforth time step integrator. The computational domain is the \( N \times N \) square with side \( L = 2 \pi \) and periodic boundary conditions.

For the numerical simulations we will adopt the hyperviscous version of (10) \( (p = 4) \), although it has been demonstrated that it is not completely equivalent to the standard Navier–Stokes equation \( (p = 1) \), especially for what concerns the small scale features of the vorticity field. Nevertheless these differences do not affect the content of the present paper, that is the comparison of different norms for the error field within a given model (i.e., a given \( p \)).
The initial condition, generated in spectral space with an initial energy spectrum $E_0(k)$ and random phases, is integrated for a sufficiently long time in order to generate coherent structures. The so obtained field configuration is taken as the new initial configuration on which we make the perturbations, and the time is set to $t=0$.

The perturbed field is obtained from the reference field by either randomizing the phase of the Fourier components above a given wavenumber $k_0$, or by adding some noise of strength $\epsilon$ in parts or in the whole physical space. In most simulation we used the first kind of perturbation in order to simulate finite resolution knowledge. However, we have found that the perturbation growth is independent of the initial form of the small perturbation.

The two fields, the reference $\omega$ and the perturbed $\omega'$, are integrated independently for a total time $t_{\text{tot}}$ and sampled every time interval $\Delta t$ for analysis purposes.

The local error field is defined following (3) as

$$\delta \omega(x,t) = \frac{1}{\sqrt{2}}(\omega'(x,t) - \omega(x,t))$$

from which the error enstrophy and energy are obtained as

$$Z_\Delta(t) = \int_0^\infty dk Z_\Delta(k,t) = \frac{1}{2} \int d^2x |\delta \omega(x,t)|^2,$$

$$E_\Delta(t) = \int_0^\infty dk E_\Delta(k,t) = \int_0^\infty dk k^{-2}Z_\Delta(k,t).$$

The relative total energy and enstrophy error are defined as

$$r(t) = \frac{E_\Delta(t)}{E(t)}, \quad z(t) = \frac{Z_\Delta(t)}{Z(t)}.$$  

The fractions $r(t)$ and $z(t)$ give a global measure of the error varying between 0 for no error and 1 for error saturation.

The method used for defining the distance between the reference and perturbed field can be a delicate point for a varying between 0 for no error and 1 for error saturation. For infinitesimal and a second regime sets in. Here the time evolution is no more universal and depends on the system details. This regime, nevertheless, can be more relevant to characterize the predictability time defined through finite, rather than infinitesimal, errors.8

Several numerical experiments performed with different resolution, initial conditions and perturbations, show a generic picture which will be discussed in detail for two simulations at different resolutions whose parameters are summarized in Table I.

The results for the simulation at lower resolution ($N=256$) are averaged over four different realizations of the perturbed field. In Fig. 1(a) we report the evolution of $r(t)$ and $z(t)$ in a linear-log plot. The choice of the threshold $r(T_p) = 0.25$ gives a predictability time $T_p = 177 \sim 80 \tau_0$, where $\tau_0$ is the eddy turnover time. From Fig. 1(a) we see that for small times both $r(t)$ and $z(t)$ have an exponential growth with growing rate $\gamma \sim 0.14$, corresponding to an effective Lyapunov exponent $\gamma \sim 0.07$. At later times, $t > 80$, the error curves bend since the error cannot be considered any more infinitesimal. Observe that about half of the predictability time $T_p$ is governed by non-infinitesimal error growth behavior. Thus, as already demonstrated in several papers, the predictability time is an independent measure of the error.
growth in a chaotic system. It can be completely unrelated with the Lyapunov exponent and, in principle, it may depend on the initial condition and initial error.

In Fig. 1(a) we also observe a decrease of the global error at very small times. This effect is due to the dissipation which removes enstrophy and energy from the smallest uncorrelated scales which are filled by larger, correlated, scales. The effect lasts until it is overpowered by the error spreading to larger scales which decorrelates the two field. This effect was already observed and discussed in Ref. 10. A simulation performed without viscosity showed no initial decreasing in the error functions.

Figure 1(b) shows the analogous result for the $N=512$ simulation. The predictability time here is longer, $T_p=395$, due to smaller initial error and slower dynamics.

Vorticity-based measure $z(t)$ or energy-based measure $r(t)$ give the same qualitative behavior, upon an almost constant rescaling. The enstrophy error is always larger than the energy error reflecting the fact that the former emphasizes the smaller scales on which the error is initially injected. The
fact that $z(t)$ saturates before $r(t)$ suggest that large scales are the last scales that decorrelate.

This effect can be investigated more in detail by looking at the enstrophy error spectrum $Z_\Delta(k,t)$ plotted in Fig. 2 for different times. For comparison in Fig. 2 is also reported the (non-stationary) reference enstrophy spectrum $Z(k,0)$ at the initial time. As expected the error transfers to larger and larger scales, again in qualitative agreement with the closure computations.

IV. ERROR GROWTH AND VORTEX DYNAMICS

It is well known that decaying 2D turbulence is characterized by the presence of coherent vortex structures which dominate the dynamics in the field. The error measure based on the spectra, either of the error energy or of the error enstrophy, described in the previous section neglects the spatial details of the field since all phase correlations are lost. A closer look at the difference field reveals that it is concentrated mainly within the vortices. This is because a small displacement of two vortices gives a large difference field. For example in Fig. 3 it is shown the reference and the perturbed vorticity field at the predictability time $T_p$ for the $N=256$ simulation. Although at $T_p$ we have, by definition, 25% of energy error and about 65% of enstrophy error, the two fields are remarkably similar for what concerns vortex populations. Most of the large coherent structures are present in both fields in almost the same positions. Only the background and the smallest vortices seem to be completely uncorrelated. Figure 3 also shows the difference field $\delta \omega(x)$ at time $T_p$. The error is concentrated within the vortices in a typical bipolar configuration already observed in previous simulations. It is therefore natural to address the problem of predictability from the point of view of vortex motion rather than in the spectral space, where no universal behavior is known, at least at finite Reynolds numbers.

Vortex dynamics is well approximated by a conservative dynamics in which each vortex carries its own vorticity and moves according to the point vortex Hamiltonian system. Dissipation effects take place mostly during merging processes, a local inelastic collision in which two close, equal sign, vortices merge to form a single larger vortex. Some vorticity is released during the collision and rapidly dissipated. Vortex merging do not seem to be a simple, universal, vortex interaction, although it can be approximatively described in terms of energy conservation laws.

Straining process is the other mechanism for vortex dissipation. Straining is a kind of failed vortex merging in which one of the interacting vortices is stretched rapidly and completely dissipated. Straining is observed to be more likely for interactions between vortices different in size, the smaller vortex being destroyed by the larger one, while merging seems to be the favorite in interactions between almost equal vortices.

In freely decaying turbulence, vortex population $N_v(t)$ decays as a consequence of vortex interactions, until a final state with a single dipole ($N_v=2$) survives over a long dissipative time scale. For studying in detail vortex features, we employed a vortex tracking algorithm which recognizes and follows vortices during the simulation evolution. The algorithm defines a vortex as a connected region $D_v$ in the computational domain. Vortex domains $D_v$ are defined as follows: a local
vorticity extremum $z_a$ (vorticity peak) whose value must be greater (in absolute value) than a given global threshold; all the connected grid cells whose vorticity is (in absolute value) greater than a given fraction ($\epsilon=0.2$) of the vorticity peak. Given the vortex domains $D_a$, all the physical vortex quantities are computed by integrating inside the domains. Finally, vortex trajectories are reconstructed by matching peak positions at different times.

Most of the vortices experience several inelastic interactions during the simulation time. At the beginning of the simulation, vortex tracking algorithm find $N_v(0)=73$ vortices, while at the end only $N_v(200)=23$ remain. Of the initial vortices, 51 merged one or more times, 6 survived without interactions and the last 16 were destroyed by straining mechanism. Vortices carry most of the enstrophy of the field: about 82% at $t=0$ and 92% at $t=200$. About 55.7% of the initial enstrophy is dissipated during the simulation: 45.2% by vortices which merged, 7.9% is lost in straining processes and the remaining 2.6% is dissipated by vortices which do not interact.

To emphasize the limits of the Eulerian measure for the error (4,5), consider the case of a vorticity field made of small blobs (vortices). It is easy to realize that a displacement in the positions of the blobs which is comparable with their size is sufficient to achieve the saturation of the error. Thus a definition of predictability based on Eulerian measure reveals to be dependent on the vortex size. In general we expect that, in presence of vortices, an Eulerian based measure underestimates the predictability time. In the limiting case of singular point vortices, for example, an infinitesimal
error in the coordinates gives error saturation and hence zero predictability time. This problem can be overcome by resorting to the natural Euclidean distance in the point vortices phase space.

Following this analysis, in the case of decaying two-dimensional turbulence (i.e., a flow whose dynamics is ruled by vortices), it looks sensible to introduce a Lagrangian based measure defined as

\[ d^2(t) = \frac{1}{\sum_{\alpha} |\Gamma_{\alpha}|} \sum_{\alpha} |\Gamma_{\alpha}| (x_{\alpha}' - x_{\alpha})^2, \]  

(16)

where \( x_{\alpha}' \) and \( x_{\alpha} \) are the coordinates of the two vortex populations and the weights \( \Gamma_{\alpha} \) are the vortex circulations

\[ \Gamma_{\alpha} = \int_{D_{\alpha}} d^2 \omega(x). \]  

(17)
This is nothing that one of the possible choices that can be made; in the appendix another Lagrangian measure arises considering a field of isolated vortices.

In Fig. 4 we observe that at the classical predictability time the mean vortex separation is $d(T_p) = 0.40$, well below the saturation value $d_{\text{max}} \sim L/2 = \pi$. This result seems to be independent on the resolution, as is shown in Fig. 4b relative to the $N=512$ simulation. Also in this case the mean vortex separation at the predictability time $d(T_p) = 0.45$ is well below the saturation value.

We emphasize that the Lagrangian measure $d(t)$ and the Eulerian measure $r(t)$ of the error growth give different answers for the error level, and hence for the predictability time, defined as the time at which the error reaches a given threshold, but they do not give different error growth laws, at least for small times where the error is infinitesimal and grows exponentially with the largest Lyapunov exponent.

These considerations seem to be insensitive to the resolution at which the simulations are performed, as is clearly shown in Fig. 4. We think that the $N=512$ simulation has high enough resolution for our purposes since in this case we observe a widespread distribution of vortex features. This is shown in Fig. 5 where the absolute value of the vorticity peaks versus the vortex radii are plotted for the 133 larger vortices.

V. CONCLUSIONS

We numerically investigated the predictability problem for two-dimensional decaying turbulence. A generic definition of predictability time requires two ingredients: a measure of relative error between the reference and the perturbed field and a threshold value for this quantity.

Within the limits of Eulerian based definitions for the error, e.g., average energy or enstrophy of the error field, predictability time estimates look quite similar and in qualitative agreement with closure approximations.

We have shown that the Eulerian error growth is ruled by the error in the positions of vortices (see the Appendix); we have thus chosen this latter measure to define a Lagrangian based predictability time. With this definition we observed an enhanced predictability which seems to be insensitive to the initial (small) error and to the numerical resolution.

We stress that our results apply whenever the flow displays strong and long lived coherent structures and they could be relevant for characterizing the predictability in many geophysical flows.
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APPENDIX: A SIMPLE VORTEX MODEL FOR ERROR GROWTH

Here we introduce a simple vortex model, similar to the one described in Ref. 21, for linking the Eulerian error growth to vortex dynamics. Let us consider a two-dimensional vorticity field given by the superposition of $N_v$ vortices. Each vortex is characterized by a vorticity distribution parametrized by the position $x_a$ of the center, the vorticity peak $z_a(t)$ and the radius $R_a(t)$ (defined as the dis-

FIG. 5. Vorticity peak absolute values versus vortex radii for the largest 133 vortices found in the $N=512$ simulation. Observe the absence of correlations and the rather large distribution of vortex population.
The distance from the center at which the vorticity has a fraction $\epsilon$ of the peak value. The axisymmetric vortex shape is specified by a function $f(r)$ constrained between the values $f(0) = 1$ and $f(1) = \epsilon$. We also assume no background, i.e., $f(r) = 0$ for $r > 1$. The vorticity field is thus given by

$$v_\sim \propto (a_z a)f(Su_2 x a u R_D).$$

Assuming two vortex populations obtained one from the other by a displacement $d_a$ of each vortex $a$, the error field is

$$dv_\sim \propto (a_z a f(Su_2 x a u R_D a D).$$

The enstrophy spectrum is obtained from the Fourier components $v_\sim (k)$ of the vorticity field

$$Z(k) = \int |\omega_\sim(k)|^2 d\theta_k.$$ (A3)

Assuming that the distance between two vortices is much larger than their radii, i.e., for a non-overlapping vortex field, we can write

$$Z(k) = k \sum_a z_a^2 R_a^4 \hat{f}(R_a k)^2,$$ (A4)

where $\hat{f}(k)$ is the Fourier transform of the vortex shape $f(r)$.

Under the same assumption, the error enstrophy spectrum becomes

$$Z_\Delta(k) = k \sum_a z_a^2 R_a^4 \hat{f}(R_a k)^2 (1 - J_0(d_a k)),$$ (A5)

where $J_0(x)$ is the 0th-order Bessel function.

Assuming that the vortices are well localized structures, we have $\hat{f}(R_a k) \sim \text{const.}$ for small $k$ ($k < 1/R_a$). For not too large separations, $d_a k \ll 1$, we can approximate the Bessel function with $J_0(x) \sim 1 - x^2/4$. Then the relative spectrum

$$r(k) = Z_\Delta(k)/Z(k)$$

can be written, in first approximation, as

$$r(k) \sim \frac{1}{2} k^2 \langle d^2 \rangle,$$ (A6)

where the average square separation is taken with weights $z_a^2 R_a^4$.

The vortex model leads to $k^2$ behavior for the relative spectrum for short time and small $k$, which is effectively found in simulations, as shown in Fig. 6.

Within this model it is possible to compute the global relative enstrophy error $\varepsilon(t)$ by integrating (A4) and (A5) on wavenumber $k$. An explicit form can be obtained in the case of Gaussian vortices $f(r) = e^{-r^2}$:

$$z_\varepsilon(t) = \frac{\sum_a z_a^2 R_a^4 [1 - \exp(d_a^2 \ln \epsilon/2R_a^2)]}{\sum_a z_a^2 R_a^2}$$ (A7)

which is plotted in Fig. 7. The good agreement with the global relative error $\varepsilon(t)$ (14) shows again that vortex pair separations $d_a$ rule the error growth in two-dimensional turbulence.
FIG. 7. Relative enstrophy error $\zeta_v(t)$ computed from the biggest vortices with Gaussian approximation. (a) Resolution $N=256$; the number of vortices varies from 73 at $t=0$ down to 23 at $t=200$. (b) Resolution $N=512$. For comparison, the global enstrophy relative error is also shown (dashed line).