Signal formation in irradiated silicon detectors
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Abstract

In this paper we present an initial study on the effects induced by radiation on the signal generated by a minimum ionising particle in silicon detector. The results are obtained by implementing in the simulation programme Weightfield2 (WF2) charge carrier trapping and non linear distribution of the electric field. Results of sample simulations are presented, along with a discussion of the limitations of the current approach and ideas for future improvements.

1. Introduction

Radiation damage in silicon detectors results into three main changes of the detector performance: (i) a variation of the effective doping concentration and distribution, (ii) an increase in the leakage current, and (iii) a decrease in the charge collection efficiency. These effects are the measurable consequences of the creation of defects in the silicon lattice, which act as either sources or sinks of charge carriers. The defects created are assumed to scale linearly with the amount of energy deposited into displacements, and the damage created by any kind of particle has been related to that of a 1 MeV neutron through the use of a hardness factor. Nevertheless, defect generation is still considerably particle dependent. While any impact particle having a sufficiently high energy to create a primary knock-on atom leads to the creation of simple point defects, neutral hadron irradiation is also largely responsible for the production of cluster type defects. Such microscopic differences have a large impact on the macroscopic properties mentioned at the beginning of the section [1]. Many works have already proposed a parametrisation of the change in the detector's macroscopic properties in function of the fluence. The trapping induced decrease of signal has been modelled following an exponential fashion [2–4]:

\[ I = I_0 e^{-\frac{t}{\tau_{eff}}} \]  

where \( \tau_{eff} \) refers to the effective trapping time, which is inversely proportional to the fluence \( \phi \):

\[ \frac{1}{\tau_{eff}} = \beta \phi \]  

The leakage current, on the other hand, has been observed to have a linear dependance on the fluence [5]:

\[ I_{leak} = \alpha (t, T) V \phi \]  

with \( \alpha \) being the leakage current damage constant, and \( V \) the volume of the detector. The evolution of the effective doping concentration has been found to be more complex. Not only donor and acceptor like defects are introduced changing the effective dopant concentration, but the dopant distribution itself evolves to be no longer uniform. The result is a change of the electric field from linear to quadratic, and the appearance of the so called double junction.

2. Weightfield2

WF2 is a simulation programme aimed at describing the performance of silicon and diamond detectors [6]. A graphical user interface allows for the input of several parameters, like the configuration of the detector (number of strips, doping layers, thickness, width and pitch) and the working temperature and voltages (bias and depletion). These are then used as starting points to determine the detector's operational characteristics. After the electric field distribution is derived from the depletion voltage...
using Poisson's equation, the energy released by an incoming particle, whose type is selected by the user, is calculated with the aid of GEANT4 libraries. The induced signal current is then derived from Ramo's theorem. The drift of the electron-hole pairs generated by each incident particle (the choice of more than one MIP is possible, and the impact point and angle are customizable from the GUI) is followed, with a precision selected by the user (in terms both of percentage of electron-hole pairs simulated and of time unit) and a velocity calculated with respect to the drift field, mobility, and saturation velocity. Amongst the doping configuration selection, the possibility of simulating a sensor with internal charge multiplication is present. The gain, chosen by the user from the GUI, has an exponential dependency on both a multiplication coefficient (determined by the local electric field giving rise to the multiplication) and the distance travelled along the electric field. The output of the simulation consists of several plots displaying the various components of both current (electrons, holes, and gain carriers) and electric field (Ex and Ey). An optional feature allows to simulate the response of both a broadband and a charge sensitive amplifier, and to visualise the oscilloscope's signal [6].

3. Implementation of radiation damage effects

To fully simulate the performance of an irradiated detector three factors should to be taken into account: (i) the change in the electric field from linear to quadratic, (ii) the generation of the additional charge carriers that constitute the leakage current, and (iii) the trapping of the charge carriers leading to the reduction in charge collection efficiency. As WF2's primary aim is to simulate the pure signal form, rather than including any kind of additional noise, it has been deemed appropriate to only include the changes concerning the electric field and the carrier lifetime, neglecting entirely the effects of the leakage current. Such changes have been addressed by introducing four free parameters (βe, βh, Neff, and N0/No, whose significance will be explained in the following paragraph) in the graphical user interface, all of which can be adjusted to match experimental values and subsequently employed to make predictions. Seeing that WF2 individually follows the drift of each charge carrier, trapping has been implemented following a Monte Carlo-like treatment, extrapolating the probability for a single electron and hole to be trapped each nanosecond from the exponential current decay outlined in the introduction:

\[
P_{\text{trapping}} = 1 - e^{-\beta t}
\] (4)

The value of the parameter \(\beta\) can be experimentally determined, and is usually found to differ between electrons and holes. The basis of the charge correction method for the determination of the effective trapping time lies in the assumption of an exponential decrease of charge with time. The integral of the induced current does not exhibit any saturation in an irradiated bulk in the graphical user interface, with the number of additional dopant atoms \(N_{\text{eff}}\) (in units of \(10^{12}\)) and the ratio between donors and acceptors \(N_D/N_A\) specified by the user. In this way it becomes possible to simulate various conformations of the field, and compare the signal from an alpha particle or from edge TCT with experimental data and extract the value of \(N_{\text{eff}}\) and \(N_D/N_A\) for a fluence and given detector type. While it is evident how the adopted strategy hardly provides any predictive power in terms of varying fluence or detector type, it nevertheless remains a valid tool for investigating the effects of a non linear electric field on a MIP signal. Once a higher amount of measurements has been performed, it could ideally be possible to determine \(N_{\text{eff}}\) and \(N_D/N_A\beta\) and \(\beta\) from comparison with experimental data for an array of fluences and detector types. A database could then be integrated in WF2, such that an accurate performance prediction would be obtained simply by specifying the type of the detector of interest and the amount of charged or neutral hadronic irradiation it is subject to. WF2 also offers the possibility of including acceptor creation by deep traps and initial acceptor removal [7]:

\[
N(t) = g_{\text{eff}} \Phi_{\text{eq}} + N_0(0)e^{-c_2\Phi_{\text{eq}}}
\] (5)

where \(N_0(0)\) is the initial acceptor number, \(g_{\text{eff}} = 0.02\) cm\(^{-1}\) and \(c_2 = 4 \times 10^{-9} N_0(0)^{-0.4}\) is a factor that depends on the initial acceptor concentration (assuming complete initial acceptor removal).

4. Simulation results and comparison to experimental data

On the basis of the description above, various simulations have been conducted to examine the changes in the performance of irradiated detectors with different thicknesses and gain values, and some of the results are hereby presented. Using the values \(\beta_e\) and \(\beta_h\) derived in [2] for n-in-p neutron irradiated FZ detectors, charge collection efficiency curves have been produced which highlight the advantages of the choice of thinner detectors and of the presence of an extra gain layer.

Although when scaled to the full multiplied charge collected prior to irradiation the degradation of the signal due to trapping appears visibly more pronounced in Low Gain Avalanche Detectors (LGAD) [8] (Fig. 1 left side), the signal yielded thanks to the presence of the extra gain layer still exceeds that of a conventional detector (Fig. 1 right side) for all investigated fluences. Such result is considerably more pronounced in thin detectors. The general reduction in signal is more than halved for a 50µm sensor compared to the common 300µm. Furthermore, the performance of thin LGADs suffers from a much less drastic reduction than thicker ones, which, for fluences of about 5*10\(^{15}\)n\(_{eq}\) cm\(^{-2}\) seem to approach the efficiency of traditional devices.

Figs. 2 and 3 display the evolution of the signal typically
obtained from a traditional silicon detector and an LGAD. While the overall drift time remains unchanged, as predictable by considering that the only effect of trapping in the present simulation is a permanent elimination of charge carriers from the total current, a visible transformation in the signal shape is noticeable.

To understand the implications of such change in shape on the timing performance of LGAD sensors, it’s essential to first examine the factors determining the time resolution $\sigma_t$ [9]: time walk, jitter, and TDC binning:

$$\sigma_t^2 = \left( \frac{V_{th}}{S/t_r \text{RMS}} \right)^2 + \left( \frac{N}{S/t_r} \right)^2 + \left( \frac{\text{TDC}_{\text{bin}}}{\text{TDC}_{\text{bin}}/12} \right)^2$$

where $V_{th}$ indicates the comparator threshold $S$ the signal amplitude, $t_r$ the rise time, and $N$ the noise. The first two terms in the above equation carry a clear dependence on the signal to rise time ratio, and indicate the necessity for a fast rise time (as well as a low electronic noise), which is one of the main features that appears to have a significant worsening in irradiated detectors. This is nevertheless also a feature showing a dramatic improvement in thin detectors, as clearly visible by comparing Figs. 3 and 4.

WF2 can also be used to investigate the effects of non linear electric fields such are those generated by the so called double-junction mechanism. A comparison of the MIP signal between an unirradiated detector and one subject to fluence $\Phi = 5 \times 10^{15}$ cm$^{-2}$ is shown in Fig. 5, where the corresponding electric field results from a choice of a linear distribution of $3 \times 10^3$ additional dopant atoms, with a ratio between donors and acceptors of 0.5, and, once again, the $\beta$ parameters derived in [2].

Fig. 5 shows a few interesting characteristics of the signal: a fast signal rise time, and the fact that in the presence of a double-junction the height of the signal is nearly unaffected, although a
reduction in the total collected charge is evident. Both features seem to indicate little disruptive consequences in the introduction of a double junction, but this is far from being conclusive evidence: the effect on the noise has not been addressed, and so hasn’t the presence of a field free region between the two “junctions” (a region where donors and acceptors balance out so that there is no net charge), which would result in a much more significant loss of charge.

5. Future developments

It’s important to notice that the simulations presented so far don’t provide a complete description of the behaviour of an irradiated detector. A change that hasn’t been addressed is that of the carrier mobility. Trapping modifies the signal in that it reduces the number of charges reaching the electrodes, which is the main effect for what concerns the charge collection efficiency. The carrier mobility, on the other hand, impacts, alongside the electric field distribution, the shape of the signal itself, which is of major importance when dealing with timing applications. The main reason for the absence of this influential modification is the absence, at the present moment, of a widely accepted parameterisation of the dependence of mobility on fluence in the literature (past proposals are in contrast with each other [10,11]). A second pressing issue is that concerning the influence of the applied voltage on the current degradation: for high voltages and fluences a parametrisation of the trapping time purely as a function of fluence no longer provides a good description without a second a voltage dependent (or rather, electric field dependent) term [12]. Charge multiplication effects have also been observed for high fluences and voltage [13], however it’s difficult to find a general parameterization of the effect with the available data.

6. Conclusion

The article presents an update to the simulation programme Weightfield2, addressing the effects that charge trapping and the presence of a quadratic electric field have on irradiated silicon detectors. A trapping model based on an exponential decay of the current output has been included, along with a choice between constant, linear and step dopant distribution in the detector bulk. The analysis of the simulations produced up to the present highlights the convenience in the choice of thin detectors, and in the presence of an internal gain mechanism. The superior timing efficiency of LGADs seems not to be drastically compromised as the signal rise time is not particularly impacted by the presence of a non-linear electric field. The significant decrease in charge collection efficiency shown by both traditional sensors and LGADs can be largely contained by the employment of thin detectors. Charge trapping, in fact, appears to have up to 50% less impact on 50μm sensors than it has on the standard 300μm ones. The simulations presented are not entirely conclusive, as factors like the change in the carrier mobility and the presence of radiation-induced charge multiplication have yet to be implemented, as well as the effect of the electric field strength on charge trap distribution.

Acknowledgements

We acknowledge the following funding agencies: Horizon 2020 under the programme ERC Adv Grants 669529; Ministero degli Affari Esteri, Italy, MAE (Grant name: UFSD), U.S. Department of Energy Grant number 669529DE-SC0010107.

References


Please cite this article as: B. Baldassarri, et al., Nuclear Instruments & Methods in Physics Research A (2016), http://dx.doi.org/10.1016/j.nima.2016.06.010