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A B S T R A C T

In this paper we present the numerical simulation of silicon detectors with internal gain as the main tool for 4-
dimensional (4D) particle trackers design and optimization. The Low-Gain Avalanche Diode (LGAD) technology
and its present limitations are reviewed with the aim of introducing the Resistive AC-Coupled Silicon Detectors
(RSD) paradigm as a case study of our investigation. Authors here present Spice-like and 2D/3D Technological
Computer-Aided Design (TCAD) simulations to characterize sensors in terms of both their electrostatic behavior,
capacitive (dynamic) coupling and radiation-hardness performances, showing the methodological approach
used in order to extract the set of layout rules allowing the release of RSD1, the incoming production run
at Fondazione Bruno Kessler (FBK) of next-generation silicon detectors for 4D tracking with intrinsic 100%
fill-factor.

1. Introduction

Numerical simulation is an effective tools to design new detector
structures and optimize existing devices. The technique described in
this work is based on the well-known Technology Computer-Aided
Design (TCAD) approach. By solving the Drift-Diffusion model for
the structures under consideration through the commercial software
Sentaurus Device by Synopsys, we are able to predict the general
behavior of our devices as well as all the critical features characterizing
their operation. Such procedure allowed to define the layout rules
leading us to submit the lithographic masks of a first batch of Resistive
AC-Coupled Silicon Detectors (RSD), produced by Fondazione Bruno
Kessler (FBK) in Trento, Italy.

2. The role of RSD in 4D particle tracking

One of the most difficult challenges in silicon technology for 4D
particle tracking is to combine the spatial and timing information while
maintaining high levels of accuracy in both aspects. To this purpose,
in the past years, the Italian National Institute for Nuclear Physics
(INFN) in Torino developed the Ultra-Fast Silicon Detectors (UFSD), a
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project aiming at improving the measurement of particle arrival time
through the LGAD paradigm [1,2]. Essentially, LGAD are 𝑛-in-𝑝 sensors
ensuring fast and large signals thanks to a proper p+-type gain layer
implanted beneath the cathode. In reverse polarization regime, such
layer is responsible for the multiplication of primary charges that are
produced by traveling particles through the impact ionization of lattice
atoms. By keeping the multiplication factor, or gain 𝐺, adequately low,
it has been demonstrated that it is possible to have large output signal
amplitude with, at the same time, a noise below the electronics readout
noise [3].

For their timing performance, LGAD sensors have now been chosen
for the upgrade of CMS and ATLAS experiments at CERN in view
of High-Luminosity LHC (HL-LHC) [4]. In fact, with the expected
luminosity in excess of about 1035 cm−2s−1, between 10%–20% of
vertices identified by the inner tracking detector will be composed by
the overlap of two subsequent pp collisions that happen so close to each
other in space to be mistakenly interpreted as a single interaction. The
only way to correctly disentangle such vertices is to measure the time of
each track: as the interactions of each bunch crossing occur randomly
in a time spread of the order of 150 ps, measuring the time of each track
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Fig. 1. (a) Cross section of the segmentation structures between two adjacent LGAD
active areas and (b) gain 𝐺 as a function of the particle hit position calculated through
numerical simulations. In the dashed rectangle: simple-2D slice including only the
essential LGAD implants to be used in simplified simulations.

with an accuracy of about 30–35 ps can remarkably reduce the overlap,
allowing current reconstruction algorithms to distinguish almost always
the two collisions.

To obtain also a good spatial granularity with fast signals, one of
the most used solutions is to implement LGAD sensors with patterned
sensitive areas, where each pixel unit is identified by its gain implant.
An important implication of such segmentation scheme is the need
to avoid early breakdown at pixel edges and short-circuit between
nearby pixels. This is achieved through the implantation of proper
termination structures between sensitive areas which are, respectively,
the JTE and p-stop implants depicted in Fig. 1(a). This set of features,
which compose the inter-pixel segmentation, determines a dead area
(or no-gain area) for particle detection, having charge multiplication
only when the particle passes through a gain area and not in the inter-
pixel regions. To this purpose, it is useful to introduce the concept
of fill-factor, which is defined as the ratio between the gain area and
the total area. Panel (a) of Fig. 1 shows the segmentation structures
between two adjacent pixels of an LGAD sensor along with, in panel (b),
the gain behavior as a function of the longitudinal position where the
charged particle hits the sensor. Due to hermetic coverage required by
high-luminosity experiments – e.g., fill-factor must be > 95% in the CMS
MIP Timing Layer (see, for instance, Refs. [4,5]) – the need of new
technologies arises since, even though the smallest possible layout rules
are implemented, the dead area cannot be made smaller than ∼40 μm.
This dimension results from the combination of two effects: (i) the
physical distance between gain implants, also inclusive of their lateral
spreading distributions, and (ii) the effective gain turn-on, determined
by the shape of field lines in silicon.

To get rid of any gain loss due to segmentation structures, we de-
signed Resistive AC-Coupled Silicon Detectors (RSD), which essentially
are LGAD optimized for both spatial and timing detection (4D-tracking)
with high segmentation level [6]. They are currently being developed in
Torino under a contract framework between INFN and FBK. Benefiting
from the experience gained in the LGAD framework in terms of radia-
tion hardness and time resolution, their process flow is almost as simple
as that of the LGAD. This translates into low-budget production costs
and large areas implementation. The RSD operation principle is based
on the resistive AC-coupled readout, as shown in panel (a) of Fig. 2,
where the detector bulk is modeled by a grid of capacitors 𝐶det con-
nected to a resistive 𝑛+ layer of a given sheet resistance 𝑅sheet (∼k𝛺).
The readout takes place via AC-coupling capacitors 𝐶AC, designed to
induce a signal on the metal pads. In this layout the resistive electrode
is required to be such that the multiplied charges are kept frozen for a
characteristic time sufficient to guarantee the complete signal induction
before being discharged, but also short enough to minimize pile-up

effects. Then the discharge occurs through proper DC contacts (not
represented in Fig. 2) that are usually located at the device periphery,
on the front side.

Having such readout scheme, with signals that are locally induced
on the pad where charges have been generated, RSD do not require
the segmentation layout proper of standard technology. For this reason
they can be realized with both continuous gain layer and 𝑛-electrode
implants, allowing spatial reconstruction of tracks with a fill-factor
intrinsically equal to 100%. A drawback of the RSD technology might
be represented by the charge sharing between adjacent pads, that can
be kept under control by an accurate engineering of the doping profile
working as cathode layer and, in turn, of its effective sheet resistance.
Panels (b) and (c) of Fig. 2 show, respectively, the cut of an RSD device
(notice the continuity of the 𝑝+ gain layer) and its simplified circuital
model for a single node of the electrical grid. As one may note, the
resistive stage is implemented through an optimized version of the
usual 𝑛 layer, while the AC-coupling is realized by placing a capacitive
dielectric spacer between silicon and readout electrodes. In this new
paradigm, both the cathode and the gain layer remain homogeneous
and constant along the sensor area, creating an almost uniform electric
field. It is a key element of the design that, even though the volume
of the whole sensor might be rather large, each AC readout pad, due
to the resistive sheet, is sensitive only to a small region of the detector
(or, in other words, to the local value of 𝐶det), and it will be almost
uncorrelated to the total leakage.

3. Modeling methods and simulation

In order to calculate the signal generated by the RSD under ir-
radiation, 1D preliminary TCAD simulations using the drift-diffusion
(DD) framework have been used (see [7,8] as previous references
for numerical simulation of charge multiplication in silicon particle
detectors). Then, the output waveforms are implemented into Spice
to simulate the electrical behavior of a full sensor module and extract
the most important design parameters, i.e. the electrode resistivity, the
oxide thickness with its capacitance and the pad size and pitch. After
this calibration, 2D and 3D simulations have been performed with a
TCAD tool in order to characterize the RSD devices in terms of charge
multiplication, static/dynamic electrical properties (such as 𝐶(𝑉 ), 𝐼(𝑉 ),
charge sharing or signal capacitive coupling), radiation resistance and,
consequently, to define all the layout rules for the first production run
of sensors.

3.1. The drift-diffusion framework

For the purposes explained in the introduction, we have chosen to
use a commercial tool [9] based on the drift-diffusion (DD) model,
where the Poisson equation of semiconductors

∇2
𝐫 𝜑(𝐫, 𝑡) = −

𝜌(𝐫, 𝑡)
𝜖

, (1)

describing the coupling between the electric field  = −∇𝐫 𝜑 and the
total charge density 𝜌 = 𝑞 (𝑝 − 𝑛 + 𝐶), is self-consistently solved with
the continuity equations for electrons and holes
𝜕𝑛(𝐫, 𝑡)

𝜕𝑡
= + 1

𝑞
∇𝐫 𝐽𝑛(𝐫, 𝑡) − 𝑈𝑛(𝐫, 𝑡)

𝜕𝑝(𝐫, 𝑡)
𝜕𝑡

= − 1
𝑞
∇𝐫 𝐽𝑝(𝐫, 𝑡) − 𝑈𝑝(𝐫, 𝑡)

(2)

where 𝜑 is the electrostatic potential, 𝜖 the isotropic dielectric con-
stant, 𝑞 is the elementary charge, 𝑝, 𝑛 and 𝐶 are, respectively, the
density of holes, electrons and fixed charges (like defects and traps),
𝐽𝑛,𝑝 is the electron/hole current density and 𝑈𝑛,𝑝 the net genera-
tion/recombination (GR) rate of charge carriers, i.e. the number of
electron/hole pairs generated or recombined per cm3 in the unit time.
Within the DD framework

𝑈 (𝐫, 𝑡) = 𝐺(𝐫, 𝑡) − 𝑅(𝐫, 𝑡) , (3)
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Fig. 2. Basic operational principles of the resistive AC-coupled readout: (a) Electronic equivalent circuit. (b) Cross-sectional sketch of a silicon n-in-p RSD where the 𝑛-type cathode,
freezing the charges, and a cap dielectric, to allow the signal transfer to the pads by capacitive induction, are represented. (c) Circuital model in correspondence of a single node
of the resistive sheet, i.e. for a readout pad.

where 𝐺 and 𝑅 terms respectively represent the generation and re-
combination rates, and all current densities are computed as a sum
of a drift contribution, driven by the electric field, and a diffusion
component, determined by the gradient of charge concentration so that,
for electrons,

𝐽𝑛(𝐫, 𝑡) = 𝐽diff
𝑛 (𝐫, 𝑡) + 𝐽drift

𝑛 (𝐫, 𝑡)

= 𝑞
[

𝐷𝑛∇𝐫 𝑛(𝐫, 𝑡) − 𝜇𝑛
(

∇𝐫 𝜑(𝐫, 𝑡)
)

𝑛(𝐫, 𝑡)
]

(4)

and similarly for holes, where

𝐷𝑛,𝑝(𝐫, 𝑡) = 𝜇𝑛,𝑝(𝐫, 𝑡)
𝑘B𝑇
𝑞

(5)

are the Einstein diffusion coefficients for electrons and holes, 𝜇𝑛,𝑝 their
mobilities, written as

𝜇𝑛,𝑝(𝐫, 𝑡) =
𝑣drift
𝑛,𝑝

(𝐫, 𝑡)
= −

𝑣drift
𝑛,𝑝

∇𝐫 𝜑(𝐫, 𝑡)
, (6)

and 𝑣drift
𝑛,𝑝 are the electron/hole drift velocities due to the local internal

field  .
To solve the set of partial differential equations (PDE) composing

the DD model written in Eqs. (1)–(2), we have to adopt a scheme for
sampling all the physical quantities to be computed inside the detector
of our interest and linearize the system. To this purpose the device
geometry is discretized with the Scharfetter–Gummel triangulation pro-
cedure and, by applying proper boundary conditions (BC), the DD
system is linearized through a finite boxes (FB) approach and then is
solved with the Newton iterative method at each node of the discretiza-
tion grid. The GR mechanisms accounted for as proper net rates 𝑈
are the Shockley–Read–Hall (SRH), band-to-band tunneling (BTBT) and
avalanche impact ionization. In particular, charge multiplication has
been implemented by means of three commonly used models: Massey,
van Overstraeten–de Man and Okuto-Crowell model (see Refs. [10–
12]). They are all describing the avalanche charge multiplication in
silicon as

𝑈aval = 𝛼𝑛𝑛𝑣𝑛 + 𝛼𝑝𝑝𝑣𝑝 , (7)

where 𝑈aval is the net GR rate for the avalanche ionization, 𝑣𝑛,𝑝 are the
total carrier velocities and 𝛼𝑛,𝑝 represent the electron/hole ionization
coefficients (in cm−1), whose expression, following the well-known
Chynoweth law [13], varies according to the specific formalism we
are taking into account. In particular, for the Massey model – that
we implemented as an external C++ routine via the Sentaurus PMI
(Physical Model Interface) tool, being not included among the built-in
functions – we have

𝛼Mas
𝑛,𝑝 () = 𝐴Mas

𝑛,𝑝 exp

(

−
𝐵Mas
𝑛,𝑝 (𝑇 )



)

, (8)

while, in the van Overstraeten–de Man approach

𝛼vOv
𝑛,𝑝 () = 𝛾 𝐴vOv

𝑛,𝑝 exp

(

−𝛾
𝐵vOv
𝑛,𝑝



)

(9)

and, finally, the Okuto–Crowell formalism reads

𝛼Oku
𝑛,𝑝 () =𝐴Oku

𝑛,𝑝

(

1 + (𝑇 − 300)𝐶Oku
𝑛,𝑝

)



× exp

⎡

⎢

⎢

⎢

⎣

−

⎛

⎜

⎜

⎜

⎝

𝐵Oku
𝑛,𝑝

(

1 + (𝑇 − 300)𝐷Oku
𝑛,𝑝

)



⎞

⎟

⎟

⎟

⎠

2
⎤

⎥

⎥

⎥

⎦

, (10)

where the pre-factor 𝐴 (in cm−1), the critical field 𝐵 (V/cm), the
coefficient 𝛾, 𝐶 and 𝐷 (both in K−1) are different in the three models
(see the Appendix or Ref. [7]).

By imposing proper initial conditions (IC) at the device electrodes
and an initial guess for the electrostatic potential 𝜑, the TCAD solver
can self-consistently evaluate all the nodal unknowns, such as the
electron/hole carrier and current densities (𝑛, 𝑝 and 𝐽𝑛,𝑝), as well as
the device-level macroscopic output quantities (total current flowing
through the detector, capacitance or induced signals).

3.2. Radiation damage modeling

Being the RSD technology conceived to operate also in radiation-
intense frameworks, its TCAD-based design and optimization has to
necessarily include the role of lattice damaging mechanisms. The ev-
idence of trap states production in silicon under irradiation has been
extensively reported in literature since 50s of the last century (see, for
instance, Ref. [14]), and it can be simply managed from the numerical
viewpoint by introducing proper ad-hoc empirical laws for each family
of defects where the overall trap density is modeled through a certain
function of the radiation fluence 𝜙 (in cm−2).

But the phenomena which we are more interested in are some
crystal-level modifications occurring to dopant atoms in correspon-
dence of the multiplication implant and, in particular, the mechanisms
known in the literature as acceptor deactivation (sometimes also going
under the less proper name of acceptor removal). Indeed, more recent
observations [15] reported that the active (substitutionals) acceptor
elements are removed from their lattice sites due to a two-step process:
(i) the radiation produces interstitial Si atoms that subsequently (ii) cap-
ture and deactivate the doping elements via kick-out reactions (Watkins
mechanism [16]) producing ion-acceptor complexes (interstitials) [17].

The strategy we used to introduce both the defect production and
deactivation mechanisms in our simulations consists in an off-line
recomputation of the gain layer and acceptor bulk profiles according
to the model [2]

𝑁A(𝜙, 𝑥) = 𝑔eff 𝜙 +𝑁A(0, 𝑥) e−𝜙 𝑐(𝑁A(0,𝑥)) . (11)

Here the resulting acceptor concentration, function of both the fluence
𝜙 and the initial (nominal) acceptor density 𝑁A(0, 𝑥), is the linear
combination of a term accounting for the effective generation of traps,
𝑔eff 𝜙, and an exponential contribution coming from the acceptor deac-
tivation occurring within the p+-type gain layer. In the case of LGAD
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technology, it has been empirically proven that 𝑔eff ≃ 0.02 cm−1

provides a good description of the first mechanism [18,19].
In Eq. (11), the acceptor deactivation coefficient 𝑐

(

𝑁A(0, 𝑥)
)

(in
cm2) is the inverse of the fluence needed to reduce the initial doping
density 𝑁A(0, 𝑥) by a factor 1∕e, and has been empirically modeled by
(see details in Ref. [19])

𝑐
(

𝑁A(0, 𝑥)
)

= 𝑘c
𝑁Si ⋅𝑁int ⋅ 𝜎Si
0.63 ⋅𝑁A(0, 𝑥)

1

1 +
( 𝑁A,crit
𝑁A(0,𝑥)

)
2
3

, (12)

where 𝑘c is the probability of capturing a doping element, 𝜎Si (in cm−2)
the Silicon cross-section of the scattering process with the ionizing
particle, 𝑁Si (5 ⋅1022 cm−3) and 𝑁int (in cm−3) are, respectively, the Sil-
icon atomic density in the lattice and the concentration of interstitials
created by radiation and, finally, where 𝑁A,crit (in cm−3) is an empirical
fitting parameter indicating the critical acceptor concentration at which
the interstitial Silicon atoms have a probability of 0.5 to capture and
deactivate an acceptor state.

From such model the fact that the acceptor density profile has
to be corrected locally (in space 𝑥) comes quite straightforwardly.
Furthermore, it has to be noticed that parameters 𝑁int, 𝜎Si and 𝑁A,crit
may assume different values depending on whether we irradiate silicon
detectors samples with protons or neutrons, while the value of 𝑘c is
mainly subjected to the chemical nature of acceptor dopants used in
the gain layer (e.g., Boron or Gallium) and for the bulk doping.

3.3. Calibration of the minimum ionizing particle (MIP) energy release

In reverse bias and full-depletion conditions, and with electrons
and holes at their saturation velocity, primary charges generated by
an ionizing particle drift towards their respective electrodes: electrons
to the 𝑛-cathode and holes to the 𝑝-anode. When such electrons drift
across the gain layer, they experience the high electric field responsible
for the multiplication mechanism and participate to the phenomenon
of avalanche impact ionization. For each primary electron a certain
number of secondary (multiplied) electron/hole pairs are generated
through the further ionization of silicon atoms. This number is a
function of the electron velocity which, in turn, directly depends on
the electric field and, finally, on the applied reverse bias. This is the
reason why, near a threshold field (∼300 kV/cm), there is the onset
of an exponential-like trend of the detector gain 𝐺 as a function the
increasing bias.

In order to study the charge multiplication after the passage of a
charged particle, we activated in Sentaurus the Heavy Ion function,
which emulates an ion traveling through the detector. This function
allows the user to control the amount of ionization energy released
by the ion, that we want to set as the Minimum Ionizing Particle
(MIP) energy. Typically, a MIP provides an energy large enough to
produce approximately 75 electron/hole pairs every micron of silicon
crossed. To correctly calibrate such number, we proceeded to test our
modeling framework by comparing simulated and measured collected
charges in silicon detectors coming from different vendors. In a first
phase, such calibration has been performed with p-i-n diodes, i.e. de-
tectors without the internal multiplication layer, where the gain is only
due to avalanche processes in the bulk under very-high electric field
conditions.

By simulating the transient through which an heavy ion transfers
its energy to the silicon lattice, the DD model is able to predict the
number of electron/hole pairs generated at a given external voltage
and then multiplied in the gain layer. Indeed, once one of the discussed
avalanche models has been selected, its related net GR rate 𝑈aval writ-
ten in Eq. (7) can be evaluated. Then, the avalanche impact ionization
contribution to the total current density is computed at run-time in
all the mesh nodes by self-consistently solving the electron/hole con-
tinuity equations. The generated and multiplied charges are collected
by electrodes and give origin to a current pulse which is the result

of: (i) an induced current component 𝑖ind(𝑡) due to the charge carriers
flowing underneath the electrode itself, as stated by the Shockley–Ramo
theorem [20,21]

𝑖ind
𝑛,𝑝 (𝑡) = 𝑞 𝑤 𝑣drift

𝑛,𝑝 , (13)

where 𝑤 is the so-called weighting field, and (ii) the current contribu-
tion 𝑖col(𝑡) due to the carriers physically collected by the same electrode.
Integrating in time the total current pulse 𝑖𝑛,𝑝(𝑡) = 𝑖ind

𝑛,𝑝 (𝑡) + 𝑖col
𝑛,𝑝 (𝑡) we

can compute the amount of multiplied charge and, then, the detector
gain at a given bias. Notice that, in RSD, physical collection of charge
at readout electrodes does not take place anymore, since the signals
are exclusively due to a capacitive coupling induced by the dielectric
separation layer (see Fig. 2). The discharge will only occur through
proper DC contacts representing the grounded path for electrons.

Fig. 3 shows the comparison between simulated and measured
collected charge as a function of the reverse applied voltage for 1 MIP
in two irradiated p-i-n diodes coming from different foundries: Centro
Nacional de Microelectrónica (CNM), in Barcelona, and Hamamatsu
Photonics K.K. (HPK), Japan [22]. In the following we will refer quite
indifferently to collected charge as to 𝐺(𝑉 ) characteristics, since the
gain 𝐺 of an LGAD is obtained dividing the charge multiplied in the
detector with internal gain by the charge collected in the corresponding
device without the multiplication layer. In p-i-n diodes, instead, the
𝐺(𝑉 ) curve can be simply constructed by dividing the number of
charges read at the electrode at a given bias by the charges collected
in low-injection regime (where there is no avalanche, and 𝐺 = 1).

The good agreement between simulations and measurements shown
in Fig. 3 has been obtained by setting an ionizing energy transfer
equal to 56 and 70 pairs per micron, respectively, and by using all
the three avalanche formalisms to model the ionization coefficients
𝛼𝑛,𝑝. Moreover, in order to take into account the effects of radiation in
silicon, the trap generation law 𝑁A(𝜙) = 𝑔eff 𝜙 has been implemented.
The difference we observe about the number of generated pairs in the
samples under investigation from the typical value of 75 electron/hole
pairs may be due to the uncertainty on the true active thickness, or
can be the effect of local discrepancies or fluctuations around the
nominal value of 50 μm. Nevertheless, such difference simply reflects
the necessity to calibrate our numerical setup, and gives an indication
of the modeling limitations. Moreover, as one may appreciate, Massey
and van Overstraeten–de Man models reproduce the measured charge
with a better accuracy.

As already said, being without any gain implant, p-i-n diodes have
a multiplication onset occurring at relatively high applied bias. This
occurs because the only contribution to the avalanche mechanism
comes from the bulk, thus the electric field has to be raised along the
whole device depth, which means a high potential difference before
exceeding the threshold field. So our procedure is useful to set the
𝐺(𝑉 ) baseline in low-bias conditions (i.e. the number of deposited
primary charges) when the multiplication factor is unitary rather than
for describing its exponential growth. At any rate, Fig. 3 demonstrates
that – at least in this temperature range and for the devices of our
analysis – the Massey model reproduces quite well the measured 𝐺(𝑉 )
trend also in the high-injection regime.

In order to have an even more robust numerical setup, the same
calibration has been performed by simulating the diode under the
stimulus of a laser beam. This procedure allows us to compare the
calculated 𝐺(𝑉 ) curves also with experimental data where the charge
ionization is provided through the IR light and not by ion irradiation as,
for instance, in Transient Current Technique (TCT) measurements [24].
We found that an optimum agreement can be found between 𝐺(𝑉 )
curves simulated with heavy ions producing 56 pairs per micron and
with an IR laser (𝜆 = 1060 nm) releasing the energy density of 310
W/cm2. The most important difference between using the IR laser
or the heavy ion is that, if necessary, in the first case the software
allows to use an illumination window with a finite width. This allows
to implement a certain intensity profile, very useful when comparing
simulations and TCT measurements, as mentioned before. Nevertheless,
once the MIP has been calibrated in the experimental setup, there is no
difference between signals generated with a laser or with particles.
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Fig. 3. Measured (symbols) and simulated (lines) collected charge (or gain) for 1 MIP in 50 μm-thick devices: (a) p-i-n diode irradiated with neutrons at 𝜙 = 3 ⋅ 1015 neq/cm2 and
(b) pions at 𝜙 = 1.5 ⋅ 1015 neq/cm2, respectively. Experimental data presented in Refs. [7,22,23].

3.4. Simple-2D TCAD simulations of avalanche diodes

Once we calibrated our numerical setup on the simple p-i-n diodes,
we can solve the DD diffusion model for an LGAD in order to find the
avalanche model that better reproduces the gain in the devices under
consideration. By implementing a simplified quasi-2D geometry which
includes only the most important implants without any transversal
dependence, as indicated by the dashed box in Fig. 1(a), we can predict
some important detector characteristics, such as 𝐼(𝑉 ; 𝑇 ) and 𝐺(𝑉 ; 𝑇 ),
before or after irradiation, and below the Geiger operation mode (i.e. in
the moderate-gain regime). As an example, Fig. 4 shows the measured
and calculated gain for an unirradiated 50 μm-thick LGAD sample by
HPK as a function of the applied bias as well as the temperature. The
three avalanche models have been applied after emulating a laser beam
with energy density deposited of 310 W/cm2, while the gain has been
computed by simulating both the device with the multiplication layer
and its related p-i-n diode and then by dividing, for each bias point, the
number of charges collected in the LGAD by the charges produced in
the version without gain of such device.

Again, as in the previous simulations, Massey model provides the
best-fitting agreement with the available experimental data, at least for
the bias and temperature range at our disposal.

To test the effectiveness of the radiation damage model presented
in the previous sections we proceeded by comparing our simulations
with gain measurements coming from irradiated detectors. Panel (a)
of Fig. 5 shows both simulated and experimental collected charges in
an LGAD sensor by FBK at different fluences, from the non-irradiation
condition to 𝜙 = 5 ⋅ 1014 neq/cm2. Even if also temperature is changing
among samples, the van Overstraeten–de Man model is able to predict
quite well all the curves of charge versus applied bias. All the calculated
charges are simulated through the laser beam approach, with a released
energy density of 310 W/cm2.

Moreover, in panel (b), one can find the trend of the bias required
to collect 20k electrons as a function of the fluence for different
LGAD sensors produced by CNM and HPK. Here simulations have been
obtained by using the Heavy Ion function, generating 56 pairs per
micron.

The plots included in Fig. 5 reflect the robustness of the empirical
radiation damage parametrization written in Eq. (11) in describing the
charge multiplication mechanism for irradiated LGAD-based particle
detectors. Nevertheless, another important aspect is the precision level
in catching by numerical simulation the onset bias of the multipli-
cation process as a function of the gain dopant dose and species,
which represents an essential feature in developing new detectors.
Before implementing the usual static simulations in order to study
the collected charge at different bias voltages, we tested the gain
profiles by comparing simulated and measured 𝐶(𝑉 ) characteristics

(both performed with 1 kHz AC signals) for different samples coming
from the run UFSD2 [27], a second production of 50 μm-thick LGAD
detectors designed at Trento University and produced by FBK in 2017.
In panel (a) of Fig. 6, the measured capacitance characteristics have
been used to extract the acceptor profiles (regarding this procedure
see, for instance, Ref. [19]) that have been included in the solver as
input data of our simulated 𝐶(𝑉 ). This important cross-check strategy
represents a robust proof about the reliability of our numerical setup,
being the agreement between experimental data and simulations highly
satisfactory. In particular, both the kink at low bias and the subsequent
foot before the baseline (corresponding respectively to the depletion of
gain layer and active volume) are perfectly modeled by TCAD.

Having verified that the solving architecture works properly, we
used the same setup to simulate the 𝐺(𝑉 ) characteristics of four unir-
radiated UFSD2 samples differing for the gain layer dopants: Gallium,
Gallium with Carbon co-implantation, Boron and Boron with Carbon
co-implantation. Both the Gallium and Carbon implants represent two
R&D solutions to mitigate the radiation damage in Silicon and, in par-
ticular, the effects of acceptor deactivation mechanism [19]. Panel (b)
of Fig. 6 shows the satisfactory results of comparing measured and
simulated gain curves for the samples described above, where the van
Overstraeten–de Man model with the Heavy Ion energy release has
been implemented. Such simulations are obtained with the usual strat-
egy of implementing both the LGAD and the p-i-n, and then performing
the ratio between their respective collected charges.

The last basic feature to be analyzed is the modeling sensitivity to
the gain layer doping dose and, in particular, the shift of the multiplica-
tion onset towards low bias values with the increasing acceptor density.
To this purpose, several 300 μm- and 50 μm-thick LGAD structures
respectively coming from FBK and HPK, and (slightly) varying in their
multiplication layer profiles, have been simulated. In the case of FBK
detectors, the dose increases for higher wafer numbers W while, in
HPK sensors, the higher the letter progressively labeling the device the
greater the dopant dose. Again, both LGAD and p-i-n devices have been
implemented.

As reported in Fig. 7, our numerical setup is perfectly sensitive
to dose variations in the gain layer. Moreover, both Massey and
van-Overstraeten–de Man formalisms well reproduce the experimental
curves.

3.5. Electric field simulations

In the standard LGAD technology for particle tracking, one figure of
merit to be carefully optimized with the simulator before designing the
final detector layout is the electromagnetic insulation between sensitive
areas, i.e. at the level of inter-pixel termination structures, as well as
in correspondence of the external guard region, designed to allow a
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Fig. 4. Comparison between measured (symbols) and simulated (lines) gain in unirradiated 50 μm-thick LGAD sensors by HPK as a function of (a) applied bias and (b) temperature.
Experimental data taken at HPK and presented in Refs. [7,25].

Fig. 5. Measurements (symbols) and simulations (lines) of (a) charges versus bias in an irradiated 300 μm LGAD sensor by FBK and (b) bias to collect 20k electrons as a function
of fluence in 50 μm-thick LGAD sensors by HPK and CNM. Experimental data presented in Refs. [7,23,26].

Fig. 6. Unirradiated detectors. Panel (a): measured (symbols) and simulated (lines) 𝐶(𝑉 ) characteristics in Gallium and Boron carbonated 50 μm-thick LGAD from UFSD2 production
run by INFN and FBK. Simulations are performed by generating electron/hole pairs with the heavy ion approach and by injecting a sinusoidal bias at 1 kHz. Panel (b): comparison
between experimental and numerical 𝐺(𝑉 ) characteristics for several UFSD2 devices.

correct scaling of bias voltage when the lithographic approach becomes
more aggressive. Moreover, as we have already seen in the previous
sections, such traditional silicon detectors are affected by the signal (or
gain) loss at the pixel periphery, so that a critical trade-off between
layout and efficiency has to be found.

We extensively explored such topics with numerical simulations
when designing at INFN Torino, and in collaboration with FBK, the

last three runs of UFSD devices. And now we are facing with the
new challenges of optimizing our detectors in view of the upcoming
productions for the HL-LHC timing layers and within the RSD project.
To this purpose, we have to abandon the simplified quasi-2D modeling
scheme introduced in the previous section in favor of a more realistic
simulation framework, where all the oxide and metal layers have to
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Fig. 7. Room temperature comparison between measured (symbols) and simulated (lines) 𝐺(𝑉 ) characteristics in (a) 300 μm-thick LGAD detectors from UFSD1 production run
by INFN and FBK (with the wafer number W increasing with the gain implant dose) and (b) 50 μm-thick LGAD devices by HPK (where, again, the last letter increases with the
increasing boron dose).

Fig. 8. Panel (a): simulated electric field (intensity color map) and drift lines in the inter-pixel region of an LGAD device. Panel (b): comparison between measured (histogram)
and simulated (curve) signal amplitude versus position for an IR laser scan carried out along a 200 μm-pitch LGAD strip-detector. Note: pictures (a) and (b) are not to the same
scale. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

be implemented and in which also all the implants with their lateral
spreading functions are necessarily accounted for.

An example of this study can be found in panel (a) of Fig. 8, which
shows the field intensity color map, along with the drift lines, simu-
lated in an inter-pixel region between two LGAD sensitive areas under
reverse bias conditions. Red curves inside the detector, representing the
outermost drift lines closing on JTE terminations, are one of the most
crucial parameters in shaping the signal as a function of the horizontal
position 𝑥. The drift lines in the middle determine the width of the
no-gain area.

Panel (b) of Fig. 8 reports the signal amplitude generated by a laser
(𝜆 = 1060 nm), shined from the top to emulate the charged particles
traversing the device vertically, scanning the inter-pixel region of a
reversely biased (230 V) 200 μm-pitch LGAD strip-detector from the
UFSD2 run by FBK. Measurements have determined a no-gain FWHM
of 75 μm while from simulation (with Massey model) we found 78 μm.
Notice also that the calculated curve has a sharper profile with respect
to what has been experimentally obtained. This could probably be the
effect of difference in two setups. Indeed, the laser has a finite spot size
(∼15 μm), and this contributes to obtain a signal transition between
gain and no-gain zone which is due to the convolution of an electric
field, varying with depth, evaluated on a finite volume of silicon. On
the other hand, simulations are based on a point-like laser beam, which
results in a signal trend more conformal to the internal structure of drift

lines, revealing further details about the field. This makes the latter
approach more suitable for a comparison with data coming from test
beams with particles rather than with the laser. Anyway, the agreement
is such that we can confidently use point-like simulations to have a
rough estimation about the fill-factor in traditional silicon detectors for
particle tracking. Otherwise, a finite spot size laser beam can be used
also in TCAD simulations.

4. Simulation of RSD

4.1. Edge effects in the 𝑝+-type gain layer

In RSD, despite the lack of termination implants, there are some
electromagnetic properties that can potentially affect the normal device
operation. As an example, an important aspect to be taken into account
is the electric field trend along the resistive sheet in correspondence
of the gain layer starting point. Panel (a) of Fig. 9 reports the typical
cross section of an RSD at its peripheral zone, where the DC-contacts
collecting all the multiplied charges are usually located. Having a
𝑝-gain implant which starts in between the DC-electrode and the cou-
pling region determines (at a given bias) a longitudinal variation of
the multiplication field. The gradient of such field has to be carefully
investigated through numerical simulations in order to avoid any gain
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Fig. 9. Panel (a): schematic cross section of the simulated RSD (not to scale), where two heavy ion MIP tracks have also been represented. Panel (b): current signals read at the
DC-contact for the two tracks A and B (legend reports the corresponding number of collected charges). Panel (c): electric field along the resistive cathode; vertical lines represent
the position of the tracks while labels indicate the field at that coordinates.

Fig. 10. Horizontal trend of the electrostatic potential simulated in the RSD device represented in the cross section of Fig. 9 as a function of (a) depth with respect to the
Silicon/oxide interface, at fixed bias 𝑉bias = 160 V, and (b) at different applied bias, at a fixed depth of 15 nm.

loss that may compromise the detector overall efficiency and, in turn,
its timing performance.

In order to find a safety distance from the gain implant boundary
to the AC-coupled readout pads, the 2D domain reported in panel (a)
of Fig. 9 has been implemented in TCAD, where the thickness is 55 μm.
Then, we raised the external bias voltage to −160 V and we simulated
two different tracks produced by heavy ions passing through the RSD
at 40 μm and 175 μm from the left edge of the gain implant, that is,
respectively, in correspondence of the AC pads #1 and #3 (as drawn
in panel (a) with the dot-dashed and dotted arrows). From the electric
field profile obtained along an horizontal cut passing through the
resistive sheet – see panel (c) – we found that the field rise is confined
in a region as wide as ∼30 μm, if assuming a tolerance of 5%. This is
true, at least, for the specific implants used in the LGAD technology
and, in particular, for the RSD process. Notice also that, as the current
waveforms read by the DC-contact are showing in panel (b), the signal
generated by the track A results to be heavily degraded with respect to
the other one coming from track B, both in terms of peak amplitude and

total collected charge (reported in the plot legend). This is mainly due
to the lower gain experienced by the ion passing through the unsafe
region (otherwise the collected charges would be the same) and, in
part, to the propagation of signals from points at different distances
from the DC-contact (see, for instance, the slight delay of the peak and
the waveform broadening of signal in B with respect to the signal in
A). For its impact on the detector operation, the minimum distance to
be implemented in order to overcome this border effect unavoidably
becomes one of the most important layout rules for designing RSD.

Another crucial effect, related to the potential distribution along
the 𝑛-type implant, is the so-called voltage sag. Being a resistive surface
experiencing the current flow of multiplied electrons, the RSD cathode
might be naturally subjected to a potential difference between the
center and the outer part of the detector, where most of the current
concentrates. From the same simulations just presented about the elec-
tric field trend, we observed that the voltage sag only slightly affects
our RSD device. In panel (a) of Fig. 10 we reported the electrostatic
potential as obtained from simulations at 160 V along an horizontal
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cut located 10, 15 and 20 nm underneath the Silicon/oxide interface,
i.e. through the resistive 𝑛-cathode. No voltage sag has to be noticed
in these configurations (the slight decrease present within the first
50 μm is directly related to the field rise observed in Fig. 9). If the
external bias increases (see panel (b) of Fig. 10) and, in general,
when we are approaching the breakdown voltage (about 175 V in
the simulation), the potential at a given depth progressively bends,
producing a potential difference between AC-pad #1 and #3 of less
than ∼100 mV (for a leakage current of some μA). This means that, for
the structure here considered and with the implants implemented, we
are able to get rid of any sag effect when operating our RSD in a stable
regime, i.e. suitably below the breakdown.

4.2. From spice-like to full-3D TCAD simulations of RSD

RSD simulations have been carried out in order to find the optimum
range of the most important design parameters, such as the dielectric
capacitance, the sheet resistance or the pad geometry. To this aim,
Spice-like calculations accounting for the equivalent electrical model
of Fig. 2(a) have been implemented. By injecting into the circuital
nodes of the resistive sheet a test input signal – obtained through TCAD
simulations of a 1D LGAD diode – one can read the output signal
produced by the simplified model in any other point of the same grid.

Fig. 11 shows two relevant results coming from this procedure,
which have been simulated by parametrizing some of the characteristic
RSD figures of merit: the pad size in panel (a) and the sheet resistance in
panel (b). In both graphs the same input signal has been injected (solid
black) while, in the first case, the capacitance of each node has been
changed to emulate a parallel plate capacitor with constant thickness
(at its technological standard for the FBK foundry) and area as indicated
by the legend. In the second case, the pad size has been kept fixed at
500 × 500 μm2 and each resistor connecting two adjacent nodes has
been modulated from 0.5 kΩ to 2 kΩ. As one may appreciate, as the pad
size or the sheet resistance increases, the output response read on the
same node (red dashed, dash-dotted and dotted curves) becomes higher
in amplitude. We would like to stress that the test input signal we
implemented have been created and injected just to probe the circuital
properties of RSD as a preliminary test before knowing any device’s
feature. Only the output pulses are calculated by Spice simulation.

Having obtained an indication of what would be the region of
interest for our basic design parameters, full-TCAD simulations have
been performed. When not otherwise specified, the technological rules
for dielectric thickness and ion implantation are set as their foundry
standard to ensure an optimal AC-coupling. The first step consisted in
implementing the 2D geometry reported in Fig. 9(a), with a 55 μm
thickness and pitch of 50 μm, and simulating the AC-signals induced on
all the three readout pads by a MIP heavy ion passing perpendicularly
to the RSD and through the center of pad #1.

Fig. 12 reports the results of two different implant parametrizations.
In panel (a) we tuned the 𝑝-gain dose by adding a 4% to the standard
setup. As the acceptor concentration increases the signal amplitude
becomes higher as well, without any significant modification of the
peak time. A similar result is reported in panel (b) for the tuning of the
𝑛-cathode depth from the typical value to a deeper one. As one may
notice, all the waveforms are bipolar. Indeed, as occurring in standard
LGAD-based detectors and as predicted by the Ramo’s theorem, the
first lobe is due to the drift of multiplied electrons from the gain
layer to the detector surface. Then, since the AC readout pads in RSD
devices does not physically collect charges, when they move along the
cathode towards the DC-contact, they produce an undershoot. Thus,
the overall signal integral, given by both the induction and discharge
contributions, is always null.

In order to directly see the effects of having different coupling
capacitances, we simulated two RSD with the same features except for
the dielectric thickness: Fig. 13(a) reports the simulated signals for a
thin and a thick dielectric, showing that, as expected, the thinner the
layer the strongest the AC-coupling, albeit the effect is rather mild.

The same figure, in panel (b), shows the comparison between the
three usual signals simulated in 50 μm- and 100 μm-pitch devices. We
notice that the signal induced in the readout pad where the particle hits
the RSD sensor is larger when the pitch increases. In the case of the two
nearest neighboring pads the signal waveforms tend to be longer but
with a lower amplitude, determining also a forward shift of the peak.
Such spreading in time of the signals on pads #2 and #3 is essentially
due to the increase of their dimension, which determines a longer path
for charge carriers before being completely seen by the readout.

After characterizing the electrical properties of RSD devices as a
function of their technological parameters, it is useful to analyze the
quality and the effectiveness of our simulations. In the framework of
LGAD design, the implementation of a full geometry becomes critical
only when we are interested in investigating the extremal behavior of
those structures, as the breakdown phenomena. For such a purpose the
inclusion of guard regions is almost mandatory. Similarly, in RSD, a
realistic modeling could help in identifying some fundamental figures
of merit such as, one among all, the capacitive coupling.

For these reasons now we want to answer the question: to what
extend the 3D simulation of RSD is necessary? To this aim, a 1 × 3
structure as depicted on the right-hand side of Fig. 14(a) has been
implemented. The rectangular metal region on top is, again, the DC-
contact while colored square pads are the three AC-pads. On its left,
the usual 2D version of the same RSD is reported for reference. In both
structures the MIP heavy ion crosses the device perpendicularly to the
central point of pad #1 (leftmost red pad).

As one may see in Fig. 14, the full-3D simulation gives a lower and
broadened (in time) signal with respect to the 2D geometry, both in
terms of AC- and DC-current. This can be probably due to the space-
charge effect, not accounted for by the 2D simulation, caused by the
high density of charges populating the resistive sheet during the signal
freezing time. So, if by the standpoint of coupling properties the full-
3D simulation results to be the only possible investigation, on the other
hand, the parametric studies about all the RSD design and process rules
are feasible just through the simple 2D geometry.

The last two topics that the authors want to report are a comparison
between RSD and LGAD simulations, on one side, and the predicted
performances of RSD in terms of radiation tolerance and acceptor deac-
tivation, on the other one. The plots showing such results are reported
in Fig. 15. Panel (a) includes a direct comparison between the electric
profiles along the device vertical cut simulated in an LGAD and an RSD
at the same bias voltage (150 V), and with the same 𝑝-gain implants.
What we can infer is that, for a given gain layer concentration and
due to the different 𝑛-cathode implant with respect to the traditional
technology, the multiplication occurs closer to the silicon surface in the
RSD than in the LGAD. Moreover, the field intensity is higher for the
first device, probably leading to more critical breakdown voltages with
respect to the traditional silicon technology for 4D particle tracking.

To explore the radiation tolerance of RSD and the degradation of
signals with fluence, in case of their use for 4D-tracking in
radiation-intense environments, 2D numerical simulations have been
carried out. By implementing both the creation of acceptor-like traps
in the bulk (which acts on the detector resistivity) and the Boron
deactivation in the gain layer – as modeled by Eq. (11) – the results
shown in Fig. 15(b) have been obtained. As usual, simulated signals
are triggered by a MIP heavy ion crossing the device in the center of
the AC-pad #1, the same in which the charge is read. In the case of
AC-coupled signals, only the positive lobe of the current waveform has
been accounted for in calculating the induced charge, while for the DC-
contact the entire signal shape has been integrated in time. Notice that
the radiation resistance at high fluence corresponding to the capacitive
coupling is sightly better than the trend obtained for the traditional DC
readout, where less than the 20% of the original signal survives beyond
1015 neq/cm2. Such behavior is quite well matching the experimental
data coming from a UFSD2 sample with the same 𝑝-gain implant. This
result could be interpreted as the effect of having a higher electric field
in the RSD compared to the corresponding LGAD, as shown in the same
figure.
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Fig. 11. RSD response (red curves) of a TCAD-like input signal (solid black) simulated with Spice as a function of (a) the AC-pad size and (b) sheet resistance. The signal is
injected and read on the same node of the resistive grid, as represented in the electrical model of Fig. 2(a).

Fig. 12. TCAD simulations of AC-coupled signals generated in a 50 μm-pitch three-pad RSD sensor (the circled numbers identify the position of the pad, from left to right) by
a MIP heavy ion for (a) two 𝑝-gain doses and (b) 𝑛-cathode depths. The parametric setup is the standard one in the right plot while in the first one a thick dielectric has been
implemented.

Fig. 13. TCAD simulations of AC-coupled signals generated in a 50 μm-pitch three-pad RSD sensor (the circled numbers identify the position of the pad, from left to right) by a
MIP heavy ion for (a) two dielectric thicknesses and (b) pad pitches. The parametric setup is the standard one in the left plot while in the second one a thick dielectric has been
implemented.

5. Comments and conclusions

In this paper, advanced and reliable techniques to model and char-
acterize silicon particle detectors for 4D-tracking through device-level
numerical simulation have been reviewed. As a case-study we analyzed

the LGAD technology and, in particular, the RSD sensors. After a
summary of the main devices figures of merit, we moved to the frame-
work of Technology Computer-Aided Design (TCAD) physics-based
numerical simulation, giving some relevant examples of its powerful
capabilities in predicting the electrical behavior of real devices. To this
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Fig. 14. Panel (a): 2D and 3D geometry of the simulated RSD where also the MIP heavy ion track, passing through pad #1, is represented in both cases. Panel (b): simulated
AC-signals induced on the three readout pads (inset: integrated charge versus time for the 2D simulations). Panel (c): simulated current density versus time collected by the
DC-contact. Note: simulations refer to a 60 μm-pitch RSD device. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of
this article.)

Fig. 15. Panel (a): electric field profile along a vertical cut of (unirradiated) RSD and LGAD devices having the same 𝑝-gain implant, simulated at 150 V. Panel (b): simulated
(normalized) charge degrading with fluence in an RSD device for both AC and DC signals (lines), along with a data set (dots) taken at the same bias voltage on an LGAD device
from the UFSD2 run.

aim a calibration procedure has been presented: through simple-2D
simulation of p-i-n diodes and the comparison with the corresponding
experimental data, it is possible to extract several technology- and
device-related parameters to be used for optimizing the implemented
physical models. After such calibration procedure, the simulations of
LGAD have been extensively described in terms of electrostatic behav-
ior and radiation-tolerance performances. Finally, the RSD paradigm
has been introduced and then analyzed by means of both Spice-like and
2D/3D TCAD simulations, always with the main focus of designing and
optimizing new structures for particle tracking.

The methodological approach here described demonstrated to be
robust and reliable, having allowed so far to successfully release three
productions of UFSD and one of RSD. Moreover, numerical simulations
are the only available tool to predict the detectors performance and to
extract the set of technological parameters needed to implement proper
layout rules for their design, on the first hand, and correct process flows

at the fabrication stage, on the second one. Finally, device-level nu-
merical calculations – although they require delicate calibrations – are
fundamental also in determining the detectors lifetime and their aging
in terms of radiation-induced damage and performance degradation.

From the results here presented we can conclude that our numerical
framework is well calibrated with respect to the simulation of current
and charges as a function of the applied bias, as well as with the
increasing fluence. Furthermore, we found that full-3D simulations can
be avoided for generic design purposes, as the parametric study of
several geometric and technological variables or the investigation about
their relative weights, but is mandatory to properly predict the absolute
amount of induced charges and, thus, in calculating the AC-coupled
signals. This is probably due to the fact that only 3D calculations are
embedding important electrostatic properties, such the space-charge
effect induced by the high carriers concentration.

Exploiting the predictive power of numerical calculations we de-
signed at INFN Torino the run of sensors named RSD1, released by
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FBK in June 2019 and currently under testing. This production will
be the definite workbench of our methodological approach and, in the
meanwhile, will also represent the basis for both a characterization of
a novel kind of 4D particle trackers and their optimization in view of
a following production run.
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Appendix. Parameters for the modeling of charge multiplication

Now we describe how the electron/hole impact ionization coeffi-
cients 𝛼𝑛,𝑝 are parametrized for all the three models here employed
in the numerical implementation of avalanche processes. By defini-
tion, 𝛼𝑛,𝑝 (in cm−1) corresponds to the inverse of the electron/hole
mean free path between two subsequent scattering events, which give
rise to the impact ionization of lattice atoms. When the field driving
charge carriers becomes such that this process cannot be naturally
damped anymore, and carriers overcome a certain critical velocity, then
the avalanche multiplication starts. The coefficients 𝛼𝑛,𝑝 describe in a
macroscopic scale such mechanism, being the representation of how the
mean free path decreases as a function of the increasing electric field.

As we have seen in the previous sections, the ionization coeffi-
cients follow the so-called Chynoweth law [13], where the exponential
growth is multiplied by a certain pre-factor. According to the physical
model, each term has a particular parametrization, coming from differ-
ent experimental data taken on different samples of silicon devices. In
particular, for the Massey formula [10] we have that

𝐴Mas
𝑛 = 4.43 ⋅ 105 cm−1

𝐴Mas
𝑝 = 1.13 ⋅ 106 cm−1 (14)

and
𝐵Mas
𝑛 (𝑇 ) = 𝐶Mas

𝑛 +𝐷Mas
𝑛 ⋅ 𝑇

𝐵Mas
𝑝 (𝑇 ) = 𝐶Mas

𝑝 +𝐷Mas
𝑝 ⋅ 𝑇

(15)

where
𝐶Mas
𝑛 = 9.66 ⋅ 105 V/cm

𝐶Mas
𝑝 = 1.71 ⋅ 106 V/cm

(16)

and
𝐷Mas

𝑛 = 4.99 ⋅ 102 V cm−1 K−1

𝐷Mas
𝑝 = 1.09 ⋅ 103 V cm−1 K−1 . (17)

In the same way, we have the parameters for van Overstraeten–de
Man [11]

𝐴vOv
𝑛 = 7.030 ⋅ 105 cm−1

𝐵vOv
𝑛 = 1.231 ⋅ 106 V/cm

, (18)

𝐴vOv
𝑝 = 1.582 ⋅ 106 cm−1 (below 4 ⋅ 105 V/cm)

𝐵vOv
𝑝 = 2.036 ⋅ 106 V/cm (below 4 ⋅ 105 V/cm)

𝐴vOv
𝑝 = 6.710 ⋅ 105 cm−1 (above 4 ⋅ 105 V/cm)

𝐵vOv
𝑝 = 1.693 ⋅ 106 V/cm (above 4 ⋅ 105 V/cm)

(19)

and

𝛾 =
tanh

( ℏ𝜔op
2𝑘B300K

)

tanh
( ℏ𝜔op
2𝑘B𝑇

) , (20)

where ℏ𝜔op = 0.063 eV is the optical phonon energy in silicon, and for
the Okuto–Crowell model [12]

𝐴Oku
𝑛 = 0.426V−1

𝐴Oku
𝑝 = 0.243V−1

𝐵Oku
𝑛 = 4.81 ⋅ 105 V/cm

𝐵Oku
𝑝 = 6.53 ⋅ 105 V/cm

(21)

and
𝐶Oku
𝑛 = 3.05 ⋅ 10−4 K−1

𝐶Oku
𝑝 = 5.35 ⋅ 10−4 K−1

𝐷Oku
𝑛 = 6.86 ⋅ 10−4 K−1

𝐷Oku
𝑝 = 5.67 ⋅ 10−4 K−1

. (22)
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