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Suppression of Rayleigh-Taylor turbulence by time-periodic acceleration
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The dynamics of Rayleigh-Taylor turbulence convection in the presence of an alternating, time-periodic
acceleration is studied by means of extensive direct numerical simulations of the Boussinesq equations. Within
this framework, we discover a mechanism of relaminarization of turbulence: the alternating acceleration, which
initially produces a growing turbulent mixing layer, at longer times suppresses turbulent fluctuation and drives
the system toward an asymptotic stationary configuration. Dimensional arguments and linear stability theory are
used to predict the width of the mixing layer in the asymptotic state as a function of the period of the acceleration.
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I. INTRODUCTION

It is well known that it is possible to stabilize an unstable
fixed point of a mechanical system by a periodic modulation
of the forces. A famous example is the Kapitza inverted
pendulum: the upper fixed point may became stable when
the suspension point is subject to fast oscillations [1]. The
dynamic stabilization has been extended to fluid dynamics
with the experimental evidence that the Rayleigh-Taylor (RT)
unstable configuration of superimposed liquids of different
densities [2–5] can be stabilized by oscillating the liquids
perpendicular to the horizontal interface [6]. Stabilization in
this case requires a minimal viscosity of one of the liquids,
which prevents the development of parametric resonances at
high frequencies [7]. The possibility to control RT instability
is important because it has many applications, from confined
nuclear fusion [8,9] to plasma physics [9] and laser matter
interactions [10].

In the standard case of constant acceleration, the unstable
interface evolves into a turbulent mixing layer that broadens
in time with a well-characterized phenomenology [11,12].
However, there are important applications where acceleration
changes in time and may even reverse sign. Examples include
inertial confined fusion [13,14], pulsating stars, and super-
novae explosions [15]. RT instability and turbulence with
complex acceleration history have been studied experimen-
tally [16] and numerically [17–19]. In particular, the effects of
a single stabilizing phase (corresponding to gravity reversal)
have been shown to produce a slowing down of the turbulent
mixing layer [16] and an increase of small scale mixing [20].

In this paper, we address the question of what happens
to RT turbulence in the presence of time-periodic accel-
eration that continuously alternates phases of unstable and
stable stratification. By extensive numerical simulations of the
Boussinesq model, we find that it is possible to restabilize

the turbulent phase and that the turbulent mixing layer, which
initially develops and grows quadratically in time, eventually
stops for any period of the acceleration modulation. The
mechanism at the basis of this surprising suppression of RT
mixing is the decay of the turbulent fluctuations during the
stable phase, with a reduction of the temperature and density
fluctuations in the mixing layer. We find simple scaling laws
for the arresting time and the asymptotic size of the mixing
layer, and we show how the suppression of turbulence can be
understood in terms of linear stability theory.

II. FORMULATION OF THE MODEL

We consider the Boussinesq model of an incompressible
velocity field u(x, t ) coupled with a temperature (density)
field θ (x, t ) in the presence of a time-dependent acceleration
g(t ) = −g(t )ẑ in the vertical direction,

∂u
∂t

+ u · ∇u = −∇p + ν∇2u − βgθ, (1)

∂θ

∂t
+ u · ∇θ = κ∇2θ, (2)

where ν is the kinematic viscosity, κ is the thermal diffusivity,
and β is the thermal expansion coefficient. We assume stan-
dard initial conditions for RT, with u(x, t ) = 0 and θ (x, 0) =
−(θ0/2)sgn(z), where θ0 is the temperature jump that defines
the Atwood number A = βθ0/2.

In the case of constant g, the usual phenomenology of RT
turbulence is expected. The initial condition is unstable with
respect to perturbation of the interface z = 0 and, for a single-
mode perturbation at wave number k, the linear stability
analysis for an inviscid potential flow gives the growth rate
of the amplitude λ(k) = √

Agk, while the high wave numbers
are stabilized by viscosity and diffusivity [5,21]. After this
linear phase, the system enters a nonlinear regime in which a
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turbulent mixing layer grows starting from the interface at z =
0. Within the mixing layer, potential energy is converted to
turbulent kinetic energy, with large-scale velocity fluctuations
increasing dimensionally as urms � Agt . Consequently, the
width of the mixing layer h grows as h(t ) � Agt2 [12].

As discussed, in this paper we consider the case of periodic
acceleration g(t ). To be specific, we study the case of a square
wave of amplitude g0 in which the sign of g(t ) is reversed
every half-period T/2 (starting from the positive, unstable
value). We also studied the different protocol of sinusoidal
function g(t ) = g0 cos(2πt/T ) (not reported here) to verify
the generality of our results.

We performed extensive numerical simulations of the
Boussinesq equations (1) and (2) by means of fully dealiased
pseudospectral code in a three-dimensional (3D) box of di-
mension Lx = Ly = Lz/4 at resolution M × M × 4M for two
values M = 256 and 512 with uniform grid [22]. The bound-
ary conditions for velocity are periodic in the lateral directions
and no-slip in the vertical direction. Time evolution is ob-
tained by a second-order Runge-Kutta scheme with an explicit
linear part. The code is fully parallelized in one direction by
using MPI libraries. For all runs we fix Pr = ν/κ = 1 and
viscosity is sufficiently large to resolve the small scales during
all the phases of the simulations (ν = 5 × 10−4 for M = 256
and ν = 3 × 10−4 for M = 512) [23]. In all runs, the value
of the period T is taken sufficiently long to allow for the
development of the turbulent mixing layer before inverting
the acceleration, i.e., λ(k)T > 1. Numerical results are made
dimensionless by using Lx, τ = √

Lx/(Ag0), and θ0 as the
unit length, time, and temperature, respectively. The typical
Reynolds number reached by the flow (defined in terms of the
vertical velocity fluctuations and on the width of the mixing
layer) is about 2 × 104.

RT instability is seeded by perturbing the initial temper-
ature field with respect to the unstable step profile. Two
different perturbations were implemented. In the first case, we
perturbed the initial condition by adding 5% of white noise to
the value of θ (x, 0) in a thin layer of width Lz/512 around
the interface z = 0. In the second set of simulations, we
perturb the interface by a superposition of 2D linear waves of
small amplitudes and a narrow range of wave numbers around
k = 30 with a flat spectrum, similar to the AS-0 perturbation
in [19]. The two sets of simulations gave similar results for
long-time statistics. The results reported in this paper are
relative to the first type of perturbation, and they are averaged
over 10 independent realizations of the white noise for each
value of the parameters.

III. NUMERICAL RESULTS

Figure 1 shows the vertical sections of the temperature
field for the simulation at period T = 3τ at different times.
At t = 1.5T the system starts to develop the turbulent mixing
layer around the interface, and in the usual case of constant
acceleration. After four periods of acceleration (central panel),
the mixing layer has grown to reach about one-half of the
domain. After 10 periods (right panel) we observe that the
mixing layer has almost the same width and has become more
homogeneous in the horizontal direction due to the decay of
turbulent fluctuations.

FIG. 1. Vertical sections of size Lx × Lz of the temperature field
(yellow hot, blue cold) for Rayleigh-Taylor turbulence in periodic
acceleration of period T = 3τ at times t = 1.5T (left), t = 4T
(center), and t = 10T (right). Simulation at resolution M = 512.

Figure 2 shows the time evolution of the vertical rms
velocity for a simulation with period T = τ . At the beginning
we observe a growth of wrms with large oscillations, which
reflects the presence of accelerating and decelerating phases.
Nonetheless, after about four periods the amplitude of the
oscillations reduces and vertical velocity fluctuations decay
asymptotically. In the inset we plot the same quantity at short
time for the case T = 3τ , compared with the periodicity of
the acceleration. During the unstable phases (gray regions)
there is on average a growth of the velocity fluctuations,
initially in agreement with the dimensional linear law. After
the first periods, the growth of wrms is preceded by a transient
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FIG. 2. rms of the vertical velocity component in the mixing
layer, made dimensionless with U = Ag0τ , as a function of dimen-
sionless time for the case of period T = τ . Inset: the same quantity
for the case of period T = 3τ with gray (white) regions representing
the unstable (stable) phase. Simulations with M = 512.
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FIG. 3. (a) Evolution of the width of the mixing layer for four
simulations at resolution M = 512 starting from the same set of
initial conditions with different periods of the acceleration: T = ∞
(black dot-dashed line), T = 2τ (red dotted line), T = 3τ (blue
dashed line), and T = 4τ (green continuous line). The dot-dot-
dashed light blue line represents the case T = 3τ for resolution
M = 256 with larger viscosity. (b) The same data plotted by rescaling
time with the period T and space with Ag0T 2, with ensemble rms
(shadow area).

decrease. This is due to the fact that, immediately after each
acceleration reversal, the plumes must invert the direction of
their motion before accelerating again. The inset of Fig. 2
also shows a secondary peak of vertical velocity in the stable
phases (white regions), which is caused by the exchange
between kinetic and potential energy in stably stratified tur-
bulence. The period of these secondary oscillations TBV =
2π/N is determined by the Brunt-Väisälä frequency N =√

g0β|∂〈θ〉/∂z|, where 〈θ (z, t )〉 ≡ 1/(LxLy)
∫

dx
∫

dy θ (x, t )
is the mean temperature profile. The initial strong gradient
of temperature at the interface gives large values of N and
therefore a short secondary period TBV 	 T . By approximat-
ing the mean temperature gradient as |∂〈θ〉/∂z| � θ0/h, we
obtain N � √

2Ag0/h. Therefore, the growth of the mixing
layer causes a decrease of the Brunt-Väisälä frequency.
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FIG. 4. (a) Mean temperature profile 〈θ〉 for the simulation with
period T = 3τ at times t = 1.5T (red continuous line), t = 3T
(blue dashed line), t = 6T (green dotted line), t = 8T (magenta
dot-dashed line), and t = 10T (black full line). (b) Temperature
standard deviation σ for the simulation with period T = 3τ at times
t = 6T (green dotted line), t = 8T (magenta dot-dashed line), and
t = 10T (black full line). Simulations with M = 512.

The long-time decay of velocity fluctuations indicates that
asymptotically the unstable phase is unable to sustain turbu-
lence in the mixing layer, which is eventually arrested. This
surprising result is indeed observed in our simulations, as
shown qualitatively in Fig. 1. More quantitatively, in Fig. 3 we
show the time evolution of the width h(t ) of the mixing layer,
which is defined from the mean temperature profiles as the
difference between the two heights z± at which 〈θ (z±, t )〉 =
±0.95(θ0/2). In all the cases investigated, after a few oscil-
lations the width of the mixing layer reaches an asymptotic
value h∞. Strictly speaking, a truly asymptotic value cannot
be reached because of the presence of a diffusive term in (2),
but since the value of κ in our simulations is very small, its
effect is observable only on much longer timescales.

The period of the accelerations is the only external
timescale in the dynamics, therefore one is tempted to rescale
time in Fig. 3 with T and correspondingly the spatial scale
with the dimensional expression Ag0T 2. With this rescaling
we observe an almost perfect collapse of the curves h(t ) at
different periods of oscillation. The asymptotic width of the
mixing layer is found to collapse to h∞ � 0.18Ag0T 2 and
the corresponding period of the Brunt-Väisälä oscillations is
TBV � 1.9T .

Figure 4 shows the mean temperature profiles 〈θ (z, t )〉 and
the temperature standard deviation σθ (z, t ) = (〈θ2〉 − 〈θ〉2)1/2
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at different times in the evolution of the mixing layer. As in
usual RT turbulence, the average temperature 〈θ〉 develops
a mean linear profile [24] that evolves in a self-similar way
until it is stopped (at t � 8T ; see Fig. 3). At late times the
mean temperature profile remains frozen, while temperature
fluctuations, represented by the standard deviation in Fig. 4,
decay in time, following the decay of velocity fluctuations
shown in Fig. 2. All together, these results show that the
mechanism that initially produces turbulence is unable to
sustain the flow for long times. Such a novel phenomenon of
asymptotic relaminarization of turbulence within the mixing
layer in the time-periodic RT system is reminiscent of the
relaminarization observed in pipe flows [25].

The physical interpretation of turbulence suppression and
of the observed rescaling is the following. During the sta-
ble phase, turbulence decays and velocity and temperature
fluctuations are reduced, as shown in Figs. 2 and 4. When
the acceleration is switched back to the unstable phase, it
takes some time for the available potential energy to produce
new turbulent fluctuations and associated kinetic energy [19],
and this time increases with the width of the mixing layer.
Although the rate of this nonlinear instability cannot be an-
alytically computed, one can use the results for the linear
instability growth rate, an approximation that is increasingly
well justified with time since turbulent fluctuations are decay-
ing. For the case of a linear temperature gradient of width h
that connects two constant plateaus (an idealized model of the
profiles of Fig. 4), linear stability analysis predicts the growth
rate λ(k) of an inviscid perturbation at wave number k as [26]

λ2(k) = Ag0k

A + (1 − A)hk[1 − e−hk]−1
, (3)

which recovers the standard result λ2 = Ag0k in the limit of
very steep gradient hk → 0. In the opposite limit of a wide
mixing layer, which is relevant for the present situation, hk �
1 and (3) gives

λ2(k) = Ag0

(1 − A)h
, (4)

which shows that the growth rate become independent of k
and decays as 1/

√
h. Therefore by increasing h, 1/λ becomes

eventually longer than T/2 and the perturbation does not have
sufficient time to grow. From (4) this happens at a scale that
is proportional to T 2, in agreement with the phenomenolog-
ical rescaling used in Fig. 3. Numerical confirmation of this
argument is given by the fact that by stopping the periodic
acceleration reversal during the unstable condition after the
asymptotic stage is reached, we observe the recovery of the
quadratic growth of the mixing layer after a time longer than
T/2.

Since RT turbulence is known to produce an efficient
exchange of heat between the two layers at different tem-
peratures, it is interesting to investigate how this is affected
by the acceleration reversal. We have therefore computed the
evolution of the Rayleigh number Ra = Ag0h3/(νκ ) and of
the Nusselt number Nu = 〈wθ〉h/(κθ0) in our numerical sim-
ulations. We remind the reader that in standard RT turbulence,
both Ra and Nu grow in time (following the growth of h and of
turbulent velocities) and the dependence of Nu on Ra realizes
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FIG. 5. Time evolution of the Nusselt number for the case
T = 2τ . Inset: time evolution of the correlation C(w, θ ) =
〈wθ〉/(wrmsθrms). Simulations with M = 512.

the so-called “ultimate state of thermal convection” for which
Nu � Ra1/2 [27–29].

In the present case, since the mixing scale h is arrested, the
Rayleigh number reaches an asymptotic value Ramax ∝ T 6,
while the Nusselt number, shown in Fig. 5, decays in time
as a consequence of the reduction of velocity fluctuations
(see Fig. 2). We observe also that Nu is negative during
the stable phase as a consequence of the inversion of the
vertical velocity, which becomes anticorrelated with temper-
ature fluctuations. The decay of Nu is not simply due to the
reduction of vertical velocity fluctuations: indeed also the
correlation C(w, θ ) = 〈wθ〉/(wrmsθrms) between the velocity
and the temperature fields decreases in time, as shown in
the inset of Fig. 5. We also observe an increasing symmetry
between the stable and the unstable phases in the oscillations
of Nu. As a consequence, after a few periods of oscillations,
the total heat flux over a period is close to zero: the positive
flux during the unstable phases is compensated by an equal
and opposite flux in the stable phase.

IV. CONCLUSIONS

We have studied the phenomenology of Rayleigh-Taylor
turbulence in the Boussinesq approximation in the presence
of a periodic acceleration that alternates phases of unstable
and stable stratification. Remarkably, we have found that after
a few periods T of the acceleration, the turbulent mixing layer
reaches an asymptotic finite extension of amplitude propor-
tional to T 2. In this state, turbulence is found to decay in time,
in spite of the presence of phases of unstable stratification, and
it becomes ineffective to develop further instabilities. Exten-
sive numerical simulations show that this result is robust in the
sense that the presence of an asymptotic layer is independent
of the period T (in the range of period compatible with the
size of the domain) and also of the specific protocol of the
acceleration (sinusoidal or square wave).

Our result extends the phenomenon of dynamic stabiliza-
tion of the RT instability by fast oscillation to the fully
nonlinear, turbulent case as it shows that it is possible to
suppress turbulent convection by a periodic modulation of the
acceleration field. Our results have been obtained within the
Boussinesq approximation of an incompressible flow. It would
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be very interesting to investigate if this mechanism persists in
non-Boussinesq conditions.

More generally, our result suggests possible applications
beyond the specific RT configuration. For example, it is well
known that parametric excited Rayleigh-Bénard convection,
by thermal or acceleration fast modulation, changes the on-
set of the instability for convection [28,30,31]. The present
work shows that also the nonlinear, turbulent phase could
in principle be controlled (and suppressed) by appropriate
modulation of the external acceleration. The possibility to
observe this effect in other systems would be extremely

interesting, encouraging further numerical or experimental
investigations.
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